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EDITORIAL 
 

Recent literature shows that internationalization and innovation are linked to each other to an 
increasing extent. These tight connections and critical factors in this setting warrant more research. As 
internationalization, radical innovation, and protection issues have not been systematically researched in the 
same setting, there is a need for more research that would examine the interplay of types of radical innovation 
and innovation protection in international context. 

 
The first paper by Pia Hurmelinna-Laukkanen, Paavo Ritala and Liisa-Maija Sainio addresses this gap 

in the extant research and examine how different types of radical innovation can be effectively protected 
against imitation in firms operating in domestic and international markets with a set of protection mechanisms. 
In exploring this issue, the authors focus on three types of radical innovations, i.e., technology, market, and 
business-model innovations, and seven different types of protection and innovation appropriation mechanisms, 
i.e., intellectual property rights (IPRs), contracts, employment legislation, human resource management 
(HRM), secrecy, lead time, and tacitness of knowledge.  Hurmelinna-Laukkanen, Ritala and Sainio start their 
examination with theoretical discussion on international innovation environment. Following this, they move on 
to explore empirically the strength of different appropriability mechanisms in firms that operate in domestic 
and international markets. 

 
In their theoretical discussion highlighting the relationships between internationalization, type of 

innovations and appropriability mechanisms they arrive to three hypotheses formulated as follows: 
 

H1: Internationalized firms reach higher levels of innovation radicalness than domestic firms. 
H2: Internationalized firms reach higher strength of appropriability mechanisms than domestic 

firms. 
H3: Both internationalized and domestic focused firms reach higher levels of innovation 

radicalness when the appropriability mechanisms are stronger. 
 

The results based on literature review and empirical examination of data from 209 firms indicate that 
while protection mechanisms are typically stronger in internationalized firms than in domestic ones, there are 
differences with regard to the individual mechanisms that protect different types of innovations in both types of 
markets. 

 
The findings concerning the relationship between internationalization and dimensions of innovation 

radicalness indicate that in international markets, access to different types of knowledge and varying 
technologies enhances the chances that radically new technologies emerge. Regarding market radicalness, 
internationalization does not seem to play a role, since this dimension is almost unchanged independent of 
domestic or international focus. In terms of business model radicalness, the internationalized firms seem to 
exhibit higher rates of newness. This result suggests that internationalized firms approach the business models 
differently or that international markets are utilized for trials and new operation modes, which increases the 
radicalness of business models for such firms. Second, they considered the linkages between 
internationalization and protection/appropriability mechanisms. They found that four out of seven mechanisms 
- IPR’s, secrecy, tacitness and contracts - were clearly stronger in internationalized firms and that also the rest 
followed this pattern. 

 
Third, the study illustrates notable differences between internationalized and domestic firms in terms 

of the combinations of different types of radical innovations and the strength of protection. In general, it seems 
that in domestic markets, the informal mechanisms dominate the appropriability regime over formal ones, 
while in international markets the variety is higher. There are differences regarding the strength of different 
mechanisms and dimensions of radical innovations in different markets, however. In general, IPRs may be 
more relevant for innovations containing high technological or market radicalness. Differences seem to emerge 
with respect the firm orientation towards domestic or international markets, however: IPRs are associated with 
market radicalness in domestic markets and with technological radicalness in internationalized firms. 
Somewhat surprisingly, the connection between the strength of appropriability mechanisms and radicalness of 
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innovations disappears to an extent in international markets. Stronger secrecy is associated only with higher 
technology radicalness, whereas lead time relates to technology and business model radicalness. 
 

The managerial implications of the study point to two issues: first, as it seems that different 
appropriability mechanisms are related to different dimensions of innovation radicalness especially with regard 
to operating in domestic or international markets, appropriability should be sought from multiple mechanisms. 
This improves the chances that the firm has the right tools at its disposal when different innovations and related 
opportunities and threats emerge in different markets. Second, it is important to get employees from different 
functions of the firm involved in knowledge protection for radical innovations. As radicalness comes in 
different forms, they may emerge in different parts of the firm, meaning also that benefits might be lost if 
personnel have no idea on the protection issues. In general, if a firm seeks radical innovations, access to 
multiple sources of knowledge from various markets seems to be an essential precondition. 
 

There have been propositions in the information technology (IT) literature that IT stimulates 
international business.  The study by Shouhong Wang and Hai Wang evaluates the relationship between 
investment in IT and international trade.  A literature survey indicates that geographical gap, cultural gap, IT 
and logistic infrastructure, and IT standard agreement influence the impact of IT investment on international 
trade.  Accordingly, five hypotheses are developed in this study; they are: (1) a positive association exists 
between the IT investment and international trade; (2) geographical region does not have significant impact on 
the relationship between IT investment and international trade; (3) The relationship between IT investment and 
international trade in English speaking countries is significantly stronger than that in non-English speaking 
countries; (4) the relationship between IT investment and international trade in developed countries is 
significantly stronger than that in developing countries; and (5) world trade association has significant impact 
on the relationship between IT investment and international trade. 

 
The data of IT expenditures and international trade of forty-four large trading countries over the 1995-

2009 period are collected through the World Bank and United Nation’s databases.   These data are used to test 
the five hypotheses.  The research findings strongly suggest that IT investment has positive effects on 
international trade for all countries.  Such positive effects are not significantly influenced by cultural factors 
such as geographical region and language, even are not influenced by the economy strength factor.  Free trade 
can stimulate the effects of IT on international trade; however, such stimulus seems to be diluted when the 
trade association becomes large.  

 
The findings of Wang and Wang’s study lead to the following recommendations for the international 

trade communities to proactively make IT investments for international trade: 
 

1. The globalization of economy requires globalization of IT.  The world must continue to 
invest on IT to exploit the advantages of IT for international trade.  

2. The borderless international trade market must be aware of cross-cultural issues in IT.  
Social-cultural factors will influence the IT-based international market in a collective way.  
Countries and trade organizations must be able to draw IT resources cross-culturally to create 
long term, sustainable, and equal relations among international trade partners. 

3. The interdependence between the globalization of IT and international trade has become a 
global issue rather than national.  World trade organizations ought to learn from NAFTA 
how a free trade area can have significant use of IT for international trade through imposing 
IT standardization and specifying their agreements on the use of IT for trade. 

4. Developed countries must help the developing countries to establish IT infrastructure and 
logistic infrastructure in order to fully develop IT-enabled international trade.  The digital 
divide between the developed counties and developing countries will influence the IT-based 
international trade in a collective way.  The disadvantages of under-developed IT 
infrastructure and logistic infrastructure in developing countries are actually shared by all 
counties in international trade.  Without improving the global IT infrastructure and logistic 
infrastructure, the impact of IT on international trade would be restricted. 

 
Human resources management plays a cardinal role in New Zealand in supporting the way business is 

conducted, in order to identify foci for the interaction between the organising role of HR and supporting 
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management to achieve strategic objectives. It is of paramount importance for management to create future 
business opportunities and resultant survival of an organisation. The study by Pieter Nel and Leon de Wet 
Fourie is based on longitudinal research entailing an HR survey executed in New Zealand 2010 and forecasts 
for 2020. The research questionnaire and methodology is based on identical previous research which originated 
in 1994 in Australia and which was repeated in 2000 in New Zealand. The results, therefore, have high level 
significance in providing the HR function and senior management with research evidence as to what and how it 
should do in order to remain current and competitive both locally and globally. 
 

Due to limited reporting constraints, only results of the 2010 survey with forecasts for 2020 is 
presented, which entails only 1 aspect and section of the overall survey in this article. The response was 15.4% 
from the participating HR functionaries registered with the Human Resources Institute of New Zealand 
(HRINZ) during 2010. Responses were provided via an e-survey executed by the HRINZ regarding how the 
HR function’s organising is approached and perceived in supporting management to enable organisations to 
have informed results to utilise to execute activities up to 2020. 
 

The main conclusions and recommendations are based on the analysis of the results, after it was 
refined by applying various statistical techniques. It reflects what HR and management in an interdependent 
manner ought to be focused upon, as far as the perception of HR respondents are concerned for both 2010 and 
2020. After further statistical analysis was applied using the Wilcoxon Signed Ranks Test, it was also 
confirmed that the following issues are significant and that human resource managers should: 
 

• Exhibit leadership for the functioning and organisation of HR 
• Anticipate the effect of internal and external changes on the organisation 
• Focus on the quality of HR services 
• Educate and influences line managers on HR issues 
• Define and communicate HR vision of the future 

 
A limitation of the Nel and Fourie’s study was that when the survey was executed, the global financial 

crisis was still in full swing and this may have prompted respondents to have a more conservative outlook on 
their responses for both 2010 and 2020. It is therefore anticipated that a repeat study in 2015 may shed more 
light on the trends being identified by respondents. In conclusion it is critical to enhance competitiveness and 
creating opportunities for future success of businesses which both HR and management should take note of as 
was outlined in this study. 

 
The study by Mabutho Sibanda and Richard Mhlanga seeks to determine whether the events in the 

Zimbabwean banking sector during the 1990s and the 2000s can be explained by the corporate lifecycle model. 
Zimbabwe was besieged by several challenges emanating from political to socioeconomic factors. During this 
period, the country embarked on financial sector reforms and Economic Structural Adjustment Programme 
sponsored by the International Monetary Fund. The financial sector reforms led to the mushrooming of several 
financial institutions in the mid-1990s which were further bolstered by income from advisory services in the 
privatization of state enterprises. In spite of the growth opportunities during this period, banks began to face 
stiff competition amid the country’s perennial negative Gross Domestic Product growth rate and 
hyperinflation. Consequently, banks began collapsing in 1998 and the failures became more pronounced 
between 2003 and 2005. The country’s central bank, the Reserve Bank of Zimbabwe blamed the failures on 
imprudent banking practices and mismanagement of banks. On the other hand, the banking sector executives 
blamed the failure of banks on the harsh economic environment that banks were subjected to during the period 
under review.  Sibanda and Mhlanga’s study therefore seeks to establish whether the failure of banks in 
Zimbabwe can be explained the corporate lifecycle model. 

 
The corporate lifecycle has widely been used to ascertain whether firms sequentially move from 

launch-phase to growth phase to maturity phase and subsequently to the decline phase. Each phase is 
categorized by its unique business and financial parameters that incorporate both internal and external factors 
surrounding the firm. Based on existing literature, the authors use the proposition that banks that are six years 
or younger are in their start-up phase; banks that are within six years of listing or between six and 12 years of 
age are growth phase banks; banks that are between 12 and eighteen years of age are mature phase banks; and 
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finally those that are at least 18 years of age are either in their mature or decline phase depending on the 
characteristics of the model parameters. Sibanda and Mhlanga found that banks acquired listing on the 
Zimbabwe Stock Exchange (ZSE), the country’s sole stock exchange, at an average of six years. This is in line 
with the averages postulated by existing literature that firms list on the exchange at an average age of six years. 
At this age, the banks move from start-up phase to growth phase. Of interest is 38 percent of the banks that 
failed were listed on the ZSE. Three banks listed on the stock exchange before turning six years of which two 
latter collapsed. In total, nine banks of the 21 banks established during the period under review had failed by 
2008. The collapse of banks after the initial public offering is of major concern. It is expected that listed banks 
should access cheaper sources of finance when compared to their unlisted counterparts. Moreover, listing on 
the stock exchange enables the market to monitor the activities of the listed firm and hence avert failure or 
mismanagement. However, evidence shows acquiring a listing did not prevent the banks from failing. A 
possible cause for this could be the fact that most of these banks were owner-managed and lacked proper 
corporate governance controls and best practices. 

 
The average age of banks that failed was found to be 5.2 years suggesting that on average banks 

collapsed during their start-up phase. During the start-up and growth phases, banks like any other firms, 
experience high operating costs in the form of research and development costs, information technology and 
marketing costs and infrastructure expenditures among other costs. As competition increases in the sector, 
some banks are in theory expected to face difficulties in attracting customers and increasing the deposit base. 
The collapse of banks at an average age of 5.2 years meets the priori expectations that new entrants in the 
sector should encounter market penetration difficulties. Despite the economic challenges that besieged the 
country, issues of imprudent banking practices could have resulted in the failure of these banks in that they 
may have sought other ways of survival due to stiff competition and lack of market acceptance. 

 
Sibanda and Mhlanga further offer some policy implications and recommendations especially for 

small developing economies. The fact that banks collapsed at an average age of five years which suggests that 
they were in their start-up phase should be of major concern to bank regulators. This means that the 
establishment of these banks benefited the economy only in the short-run and later destroyed public confidence 
in the banking sector due to systemic failures. This should not have been allowed to happen as public 
confidence is central to the stability of the banking sector. Banking regulations should be such that speculative 
establishment of banks is minimized to stop affluent individuals from abusing the banking system. These 
regulations need to be harnessed with corporate governance practices to avert systemic failures in the sector. 
Furthermore, vetting the management of banks should be encouraged to eliminate chances of rogue owner-
managers. Overall, the banking sector should not be treated like any other corporate sector by allowing market 
forces to determine survivors and losers. The banking sector is sensitive to systemic risk and any failures may 
harm public confidence in the sector. As such, ensuring that new entrants comply with high level of 
requirements which go beyond monetary capital requirements is essential to the stability of the financial 
system. Another important factor to consider when issuing banking licenses is the ability or capacity of the 
regulator and banking supervision in ensuring compliance. Central banks in small developing countries should 
ensure they have proportional supervision capacity when licensing new banks. 

 
Conducting business on an international scale increasingly requires businesses to be clear about their 

obligations to society beyond simply making profit. Businesses are commonly expected to create mission and 
vision statements that are shared with employees, investors, customers and suppliers. A common element is 
language related to corporate citizenship and social responsibility. 

 
Corporate social responsibility (CSR) is the ethical values defining a business’ role in society. CSR 

branding incorporates the business’ social values into the reputation of its goods and services. Like most 
branding initiatives, central goals include: brand differentiation, consumer loyalty, affinity and advocacy. As 
CSR branding has flowed toward the mainstream, a skeptical suspicion has emerged. Suspicion that at least 
some companies are branding themselves as something that they are not stains the project of incorporating the 
ethics of their role in society into brand identity. Given that brand trust is an integral component of brand 
identify, this suspicion must be addressed. One response to suspicion of CSR branding is to set authenticity at 
the endeavor’s core. Instead of attempting to conform to an established definition of correct behavior, CSR 
branding works to discover and communicate the ethical values driving a particular business’ role in society. 
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The paper by James Brusseau, Larry Chiagouris and Rocio Brusseau is about the transition from 
conformity with established models of CSR, to the construction of an authentic CSR profile for use in branding 
initiatives. An explanation of the transition takes two steps. First, the authors define the idea of authenticity. 
Second, the difference between conformity and authenticity in CSR branding is traced in concrete terms. Six 
ethical frameworks are described as the basis for assisting businesses in determining where their values fall on 
a spectrum from a focus driven entirely by marketplace profit making on the one hand to a focus on entirely on 
stakeholders within society. 
 
 
 
 

Nejdet Delener, Ph.D. 
Editor-in-Chief 



 

©Journal of Global Business and Technology, Volume 9, Number 1, Spring 2013 viii 

NOTE FROM THE EDITORS 
 
 
 As an interdisciplinary journal, The Journal of Global Business and Technology (JGBAT) serves 
academicians and practitioners in the fields of global business and technology and their related areas.  The 
JGBAT is also an appropriate outlet for manuscripts designed to be of interest, concern, and applied value to 
its audience of professionals and scholars. 
 
 Readers will note that our attempt to bridge the gap between theory and practice has been successful.  
We cannot thank our reviewers enough for having been so professional and effective in reiterating to 
contributors the need to provide managerial applications of their research.  As is now obvious, the majority of 
the articles include a section on managerial implications of research.  We wish to reiterate once again our 
sincere thanks to JGBAT reviewers for having induced contributors to answer the “so what?” question that 
every Journal of Global Business and Technology article is required to address. 
 
 Thank you for your interest in the journal and we are looking forward to receiving your submissions.  
For submissions guidelines and requirements, please refer to the Manuscript Guidelines at the end of this 
publication. 
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Chiang-nan Chao, Ph.D., Managing Editor 
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ABSTRACT 
 
 
 
 The increasingly tight connections between innovation and internationalization, and critical factors in 
this setting warrant more research. In this study, the focus is turned to protection different types of radical 
innovations in international and domestic markets. Our results based on literature review and empirical 
examination of data from 209 firms indicate that while protection mechanisms are typically stronger in 
internationalized firms than in domestic ones, there are differences with regard to the individual mechanisms 
that protect different types of innovations in both types of markets. Acknowledging this allows managers to 
prepare better for utilizing innovations and conducting innovation activities abroad, and helping their firms to 
grow internationally. 
 
Keywords: Radical innovation, Appropriability regime, Internationalization 
 
 

INTRODUCTION 
 
 
 An overview of recent literature shows that internationalization and innovation are linked to each 
other to an increasing extent (e.g. Frenz et al. 2005, Pla-Barber and Alegre 2007, Salomon and Shaver 2005, 
                                                 
Pia Hurmelinna-Laukkanen is an Associate Professor of International Business at the Oulu Business School, 
University of Oulu and an Adjunct Professor at the Lappeenranta University of Technology, School of 
Business. She has published over 45 refereed articles in journals such as R&D Management, Technovation, 
Service Industries Journal, Management Decision, Journal of Service Management, and Journal of Product 
Innovation Management. She has also contributed to book chapters, some 90 conference papers, and several 
other scientific and managerial publications. Most of her research has involved innovation appropriability 
issues in varying contexts like internationalization and inter-organizational collaboration. 
 
Paavo Ritala, D.Sc. (Econ. & Bus. Adm.) is a Professor at the School of Business at Lappeenranta University 
of Technology, and an Academic Director of Master’s Programme in Strategy, Innovation and Sustainability. 
His research interests are in the areas of inter-organizational networks, coopetition, business models, and 
innovation. He has published on these topics in top-level academic journals such as Journal of Product 
Innovation Management, British Journal of Management & Technovation. He is also extensively involved in 
business practice with regard to these topics through research projects, executive and professional education 
programs, and in speaker and advisory roles. 
 
Liisa-Maija Sainio, D.Sc. (Econ. & Bus. Adm.) is a Professor in International Marketing at Lappeenranta 
University of Technology, School of Business. Her research interests include different types of innovation and 
their effects on firm strategy, and customer knowledge processing. She has published in R&D Management, 
Technological Forecasting and Social Change and Technovation among others. 



PROTECTION OF RADICAL INNOVATIONS – DIFFERENCES IN DOMESTIC AND INT’L MKTS 

©Journal of Global Business and Technology, Volume 9, Number 1, Spring 2013 2 

Zahra and George 2002). Innovative products and services have the potential to promote growth and expansion 
of firms to new markets, and innovation activities are conducted increasingly in foreign locations in order to 
improve learning and allow utilizing valuable, yet dispersed knowledge more efficiently (Filippetti et al. 2011). 
In fact, prior studies have suggested that internationalization yields more radical innovations (Frenz et al. 
2005), which can in turn generate new revenue streams. However, considering that competition is likely to 
intensify in international markets, preserving uniqueness and differentiation for the internationally operating 
innovator needs to be paid attention to as well. Therefore, protection and innovation appropriation issues 
become highlighted (e.g. Feinberg and Gupta 2004, Hurmelinna-Laukkanen et al. 2012). 
 
 Research has been conducted on the relationship between internationalization and innovation (e.g. 
Cassiman et al. 2011, Golovko and Valentini 2011, Kafouros et al. 2008, Knigth and Cavusgil 2004), including 
also the types of innovation to some extent (e.g., Frenz et al. 2005). Likewise, the relationships between 
protection (or appropriation) of intellectual assets and internationalization (Delerue and Lejeune 2011, Jain 
1996, McGaughey et al. 2000, McGaughey 2002), and innovation protection (and appropriability) and 
innovation performance in general (e.g., Cohen 1995, Jantunen and Hurmelinna 2005) have been examined, 
and there are few studies that have considered the effects of protection on different types of innovations as well 
(e.g., Hurmelinna-Laukkanen et al. 2008, Levin et al. 1987). However, as internationalization, radical 
innovation, and protection issues have not been systematically researched in the same setting, there is a need 
for more research that would examine the interplay of types of radical innovation and innovation protection in 
international context. 
 
 In this study, we aim to address this gap in the extant research and examine how different types of 
radical innovation can be effectively protected against imitation in domestic and international firms with 
certain protection mechanisms. In exploring this issue, we focus on three types of radical innovations, i.e., 
technology, market, and business-model innovations, and seven different types of protection and innovation 
appropriation, i.e., intellectual property rights (IPRs), contracts, employment legislation, human resource 
management (HRM), secrecy, lead time, and tacitness of knowledge. We start our examination with theoretical 
discussion on international innovation environment. Following this, we move on to explore empirically the 
strength of different appropriability mechanisms in firms that operate in domestic and international markets. 
This first stage of examination precedes examination of the match between the different forms of protection 
and different types of radical innovations. Discussion and conclusions with managerial implications, 
limitations of the study, and suggestions for future research close the paper. 
 
 

INTERNATIONALIZATION OF INNOVATION 
 
 
 Aharoni (2011) notes that international business environment has recently faced relatively vast 
changes. Among these, R&D and innovation have become globally organized, with many innovations coming 
from multinational enterprises’ subsidiaries located often in developing rather than developed countries 
(Govindarajan and Ramamurti 2011, Quintas et al. 2008). Gassmann et al. (2010, p. 219) note that firms 
internationalize their R&D and innovation activities for two main reasons: “to be closer to their markets and 
lead users and to access the best talents worldwide by increasing their absorptive capacity.” Being networked 
internationally facilitates learning that promotes innovation, and decreases the risks related to uncertainty that 
causes financial concerns and subsequently limits incentives for innovation (Nambisan 2005). 
 
 This also shows in the innovation outcomes. While it has been established that internationalization 
promotes innovativeness (e.g., Filippetti et al. 2011, Nieto and Rodriguez 2011), it also has been shown that it 
plays a role in terms of the type of innovation that is generated. Incremental innovation building on existing 
knowledge (Anderson and Tushman 1986, Darroch and McNaughton 2002) is likely to emerge irrespective of 
the markets in which the firm operates, but radical innovation may be somewhat different. Radicalness, that is, 
the degree of newness or novelty of a product or service (e.g., Amara et al. 2008) is not straightforward to 
define. Novelty can get different meanings and reach quite different levels depending on whether the 
perspective taken is on the technology or the user of the technology, for example. An innovation can be radical 
in the eyes of its creator, the firm, country, or to the world (Linton 2009, Li and Vanhaverbeke 2009, Darroch 
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and McNaughton 2002). Nevertheless, issues related to high uncertainty and discontinuities with regard to 
markets and technology (Garcia and Calantone 2002), new market creation, cannibalization of current products 
and services, and the effects on a company’s knowledge base are typically of concern (Hurmelinna-Laukkanen 
et al., 2008). Indeed, while the generation of incremental innovations can be explained in terms of responses to 
markets, dominant design, and other such issues, radical innovations are more likely explained in terms of 
chance or random scientific discoveries (Godoe 2000). In international markets, the firm gets in touch with 
more external sources of knowledge (Huston and Sakkab 2006), which means that there is higher likelihood of 
the new creations being notably different from earlier innovations (Frenz et al. 2005, Gassmann et al. 2010). 
 
 However, internationalization, and the related increase in connections to other actors, also means that 
the risk of unintended and unwanted knowledge leakages increases (Martin and Salomon 2003). Prior studies 
have suggested that using distinctive intangible knowledge-based assets is required for successful international 
activities (Martin and Salomon 2003, Zahra and George 2002). For preserving this uniqueness, firms need to 
pay attention to protection and appropriation issues. Different protection/appropriability mechanisms can be 
combined into an appropriability regime of a firm, that is, a structure that both allows deterring harmful 
imitation and improves the possibility to profit from innovations (Hurmelinna-Laukkanen et al. 2008). 
Intellectual property rights (IPRs) such as patents, copyrights and trademarks form the category of formal, 
institutional mechanisms together with contracts and employment legislation (Hurmelinna-Laukkanen et al. 
2012). Informal mechanisms include e.g. tacitness of knowledge, practical/technical concealment and secrecy, 
lead time and human resource management (HRM) pursuing to prevent both knowledge leaving and leaking 
(Olander et al. 2011). The difference between the categories is that formal mechanisms build on institutionally 
established possibilities to enforce the rights, e.g., in courts (Neuhäusler, 2012). In international operating 
environment, it is likely that both types of mechanisms become relevant, and in fact, it has been shown 
previously that knowledge and innovation protection matters in relation to internationalization and that strength 
is needed from protection even more than in domestic markets (e.g., Gassmann and Keupp 2007, Hurmelinna-
Laukkanen et al. 2012). Nowadays, the protection/appropriability mechanisms are needed not only to generate 
monopoly position for the firm through preventing copying, but also to enable knowledge exchange and 
transfer across borders through (cross-)licensing and other such mechanisms. 
 
 

DIMENSIONS OF RADICAL INNOVATION 
 
 
 Radical innovation is usually treated as a counterpart to incremental innovation, and different 
dimensions of radical innovations are addressed much less often. Regarding different dimensions of 
radicalness, technological radicalness is easiest to capture and define (see, e.g., Garcia and Calantone 2002, 
Zhou et al. 2005). Such innovation exhibits a clear development in the state-of-the-art technology (Chandy and 
Tellis 2000), even to the extent of making prior technologies obsolete (Anderson and Tushman 1990). The 
benefits of the new technological innovation may come in the form of better functionality or performance. In 
international markets, technological radicalness is promoted by increased access to other technologies and 
learning opportunities (Frenz et al. 2005, Criscuolo et al 2010). Combining ideas and technologies in unique 
ways promotes such innovations that would not otherwise emerge. 
 
 Innovation may also be radical from the point-of-view of existing markets and customers (e.g., Garcia 
and Calantone 2002, Zhou et al. 2005). Innovations with high market uncertainty – i.e., high market 
radicalness provide new types of benefits and are typically designed for emerging or new customers and 
markets. Also, it is possible that the markets as such stay the same, but the benefits are radically different from 
previous ones, affecting the behavior of customers to a notable extent thus increasing market uncertainty 
(Benner and Tushman 2003, Zhou et al. 2005). Indeed, innovation can be perceived to be radical to different 
extents depending on how customers evaluate the innovation attributes, what kind of risk is associated to 
adopting the new innovation, and how much changes are needed in terms of using the innovative creation 
(Danneels and Kleinschmidt, 2001). In international markets, market radicalness could be seen to easily reach 
higher levels than in domestic markets as market knowledge may be lacking. In particular, the internationalized 
innovator needs to consider varying cultural and other such differences in addition to customer preferences in 
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relatively well know domestic markets. This may produce surprising results, especially considering that the 
process is typically facilitated by learning from local markets (Pla-Barber and Alegre 2007). 
 
 In addition to technology and market dimensions, innovation radicalness may also be examined from 
the viewpoint of the firm’s existing business practices (see Green et al. 1995, Linton 2009). It has been shown 
that it is difficult to appropriate value from new technology and innovations without adequate changes in the 
business model (Kodama, 2004; Björkdahl 2009). Thus, depending on the competitive landscape, new 
innovations may require or enable the firm to develop a radically new business model, suggesting a third 
dimension – business model radicalness. Business model construct, in general, can be defined as the design or 
architecture of firm’s value creation, delivery, and capture mechanisms within its networks (Teece 2010). We 
suggest that business model itself may be the focus of innovation, and in these cases business model innovation 
itself may become a vehicle for corporate transformation and renewal (see e.g. Zott et al. 2011, Pynnönen et al. 
2012). However, achieving business model innovations is challenging, as organizations may contain barriers in 
the form of configurations of assets and processes or the lack of capability of managers to fully realize the 
potential of a new business model (Chesbrough 2010). International context may provide opportunities and 
incentives for radical business model experimentation: new operating models may be piloted in markets that 
are geographically distant from the firm’s main markets to reduce the risk. Secondly, international context as 
such may require changes in the value architecture and operating model as the firm develops from a domestic 
to an international player. Summarizing the above discussion, it seems that internationalization and radicalness 
of innovation are linked to each other in each three dimensions of radicalness. Consequently, the following 
hypothesis is presented: 
 

H1: Internationalized firms reach higher levels of innovation radicalness than domestic firms. 
 
 

APPROPRIABILITY IN INTERNATIONAL CONTEXT 
 
 
 As discussed earlier, the appropriability regime of the firm can be defined as a structure that both 
allows deterring harmful imitation and improves the possibility to profit from innovations. In fact, prior studies 
have suggested that the strength of the appropriability regime is positively related to the innovativeness of 
firms (Cohen 1995, Jantunen and Hurmelinna-Laukkanen 2005, Teece 1986). Surely, the framework itself does 
not tell much about the final outcomes, as also appropriability strategies that determine how the mechanisms 
are used or if they are used at all may play are role - consider, e.g., appropriability strategies that build more on 
ownership of complementary assets than on strong appropriability (see, e.g., Milesi et al. 2013, Pisano 2006). 
Nevertheless, the appropriability regime and its strength provide the starting point for different strategic 
moves, and therefore, it is an important factor considering innovativeness. In particular, the strength of the 
appropriability regime both provides the possibilities to transfer and exchange knowledge safely, thereby 
directly contributing to innovation, and it also has incentive effects when the companies expect to profit from 
their innovation activities. 
 
 
Knowledge Protection/Appropriation and Internationalization 
 
 
 When discussing the relevant appropriability mechanisms in international settings, IPRs emerge 
frequently. For example, Sanyal (2004) notes that the scope of patent law is a key factor in multinational firm’s 
decisions with regard R&D investments, but it is not always straightforward in which direction it takes the firm 
(see also Kumar 1996). Weak protection possibilities might limit the willingness to locate in a country, but on 
the other hand, the possibilities to utilize the resulting spillovers also are relevant (Kafouros et al. 2012). With 
regard IPRs, it has also been noticed that patent and other such decisions become much more complicated 
when multiple countries and jurisdictions are considered. It needs to be considered how the legal environment 
affects dependability and usability of protection, whether the cultural environment and attitudes towards 
protection of intellectual property is favorable, and if business environment exhibits a strong market for 
intellectual property and innovations. (Polzcynski 2005). Nevertheless, IPRs are recognized as important tools 
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in the international markets for innovation, especially considering that they are not only providing firms with 
temporary monopoly benefits, but also allow safer knowledge transfer and exchange, and enable avoiding 
harmful effects of infringement claims, litigations and the related limitations to freedom of operation (e.g. 
Cohen et al. 2002, Guellec et al. 2012). For example Hurmelinna-Laukkanen et al. (2012) found that IPRs are 
among the most decisive appropriability mechanisms in relation to internationalization likelihood. Contracting 
is also likely to be of relevance (Contractor and Ra 2002, Narula and Hagedoorn 1999), as it complements 
IPRs in many cases (for example, by blocking the potential holes in the IPR protection) or creates exclusive 
arrangements that are similar to the protection provided by IPRs. Also, contracting comes quite naturally as 
practically any form of entry and any type of business is typically conducted through legally binding contracts. 
However, there are also challenges in international markets as complexity arises, similarly to IPRs. 
Employment legislation can also be utilized to improve inimitability, but as an appropriability mechanism, it 
may be quite limited in terms of gaining other benefit than avoiding imitation, and it also suffers from the 
uncertainty related to legal differences in varying countries (Hurmelinna-Laukkanen et al. 2012). 
 
 Informal forms of protection and appropriability could be as pronounced or even more relevant. In 
fact, the international operations environment could strengthen many of these mechanisms, especially bearing 
in mind that informal mechanisms are often related to controlling knowledge flows for knowledge protection. 
Knowledge spillovers have been noticed to be geographically localized (e.g. Almeida and Kogut 1999, Jaffe et 
al. 1993), which means that the informal mechanisms can become quite relevant in relation to 
internationalization. For example, Almeida and Kogut (1993) have noticed that the flow of knowledge within a 
region depends on mobility of engineers. This means, that in order to preserve the core intellectual assets, 
attention needs to be paid to HRM as an appropriability mechanism (Olander et al. 2011). The challenge surely 
is that dealing with HRM issues across multiple cultures and nations is not straightforward (Briscoe 1995, 
Monks et al. 2001). Tacitness, lead time, and secrecy, if they are relied on as appropriability mechanisms, are 
inherently strengthened by international operations environment: cultural and language issues easily form 
additional barriers to transfer of knowledge and make it harder to overcome any causal ambiguities related to 
the innovation. This increases their value as protection mechanisms. Indeed, it has already been established in 
prior studies that strong lead time and tacitness are related to the likelihood of the firm to become 
internationalized (Hurmelinna-Laukkanen et al. 2012).  Based on the above discussion, it can be expected that 
internationalization and strength of protection/appropriability mechanisms are related to each other. In line 
with this, we hypothesize the following: 
 

H2: Internationalized firms reach higher strength of appropriability mechanisms than domestic 
firms. 

 
 
Knowledge Protection/Appropriation for Radical Innovation 
 
 
 Prior research suggests that strong protection may be more easily associated with radical innovation 
than with incremental innovation (Levin et al. 1987, Hurmelinna-Laukkanen et al. 2008): when the creation to 
be protected is notably different from earlier ones, lead time, secrecy, or tacitness, for instance, are effective 
forms of protection since it takes more time for others to overcome causal ambiguities related to the 
innovation. Likewise, it is easier to meet the novelty requirements for gaining IPR protection, and in case of 
infringement claims, show how the innovation deviates from others (Levin et al. 1987, Hall 2005). 
Subsequently, following the earlier logic of innovation being facilitated and incentivized by strong 
appropriability, a positive connection can be found between the strength of knowledge protection and 
radicalness. This should show both in domestic and international markets. However, as discussed above, there 
are different dimensions of innovation radicalness, and internationalization may both pose challenges and 
provide additional benefits with regard to innovation protection. This may have an effect on the found 
relationships. For instance, while IPRs are likely to be highly relevant with respect to technological radicalness  
(considering patent protection, for example), and they also may show significance with regard to market 
radicalness through trademark and trade name protection, they may not be as easily usable for covering new, 
radical business models. Lead time or tacitness might be much less ‘selective’ in the sense that they could be 
easily linked to different types of innovations both in domestic and international markets. Secrecy might pose 
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some challenges, e.g., in relation to market or business-model dimensions of radical innovations of 
internationalized firms as not distributing enough information on these aspects might discourage their 
implementation in practice (see, e.g. Hannah 2005).  Considering applying it in home markets where the risk of 
misunderstandings regarding the role of secrecy may be smaller it may be more useful – like in relation to 
technologically radical innovation, where secrecy may not be such an issue since not everyone in the firm 
needs (or even wants) to know about the technical specificities. In line with the discussion thus far, we 
hypothesize: 
 

H3: Both internationalized and domestic focused firms reach higher levels of innovation 
radicalness when the appropriability mechanisms are stronger. 

 
 

EMPIRICAL STUDY 
 
 
 The data for this study is acquired from a structured web-based survey, which was conducted in 
Finnish markets during 2008 and 2009. The sample involved firms operating in many types of industries, the 
inclusion criteria being having at least 100 employees, and an independent R&D/Innovation strategy. Initially, 
Finnish firms with at least 100 employees at the end of 2007 were included in the search, comprising a total of 
1764 firms taken from the publicly available Amadeus database. After this screening process, 762 firms were 
qualified (a large part of the firms were disqualified at this point because they were sub-branches or alternative 
brand names for the primary firms). Of these firms, 570 were reached after several contact attempts, and 455 of 
those were willing to participate, while 115 refused on the phone or after receiving the questionnaire. Finally, 
213 responses were received, resulting in a response rate of 37.4 per cent. Four of the responses were 
subsequently dropped since these firms did not meet the 100 employee minimum criteria. In order to assess the 
possibility of non-response bias (e.g., Armstrong & Overton, 1977), an ANOVA (analysis of variance) test was 
conducted with several key variables of the survey to compare early and late respondents. The results of the 
test suggested that non-response bias is not a concern here. 
 
 Internationalization tendency was measured with a dummy variable, indicating whether or not the 
respondent firm was involved in internationalization activities. The question was formulated as “Does your 
company have international activities (e.g., sales, R&D and/or production abroad? “, and the respondent had to 
choose between “yes” (coded as 1) or “no” (coded as 0) alternatives. In order to measure the strength of each 
firms’ appropriability regime, the survey included a broad range of knowledge protection and appropriability 
mechanisms – following the examples of the Yale (Levin et al., 1987) and Carnegie Mellon (Cohen et al., 
2000) surveys, as well as more recent augmentations (e.g., Hurmelinna-Laukkanen and Puumalainen, 2007). In 
examining these mechanisms, we conducted a principal component analysis with Varimax rotation on the 
dataset. The items loaded on seven theoretically consistent factors, each representing different appropriability 
mechanisms. The Cronbach’s alpha (see, e.g., Nunnally, 1978) was above the level of 0.70 for each factor. In 
order to measure the strength of the overall appropriability regime of a firm, we then aggregated the mean 
scores of the seven factors into a single score for the measure. In addition, to enable additional analysis that 
distinguishes formal and informal appropriability mechanisms, two separate measures were calculated. The 
measure for formal mechanisms includes three factors: IPRs, contracts and labour legislation. The informal 
mechanisms include the remaining four factors: human resource management, secrecy, lead time, as well as 
tacitness of knowledge. Both sets of measures are also calculated as overall mean scores for the underlying 
factor means. 
 
 The three dimensions of innovation radicalness were measured with self-developed multi-item 
constructs. Respondents were asked to reflect the firm’s latest significant product or service launch while 
responding. We consider radicalness to be a continuous variable that is firm-specific and subjective by nature. 
The respondents in the firms were asked to make subjective interpretations regarding the degree of newness of 
innovations related to the company’s technological knowledge base, market offerings, and ways of operating.  
The goal was to capture technological radicalness on items related to technological difference, knowledge, and 
performance, with regard to competitors. The items related to this dimension were the following: “The 
performance of our product/service is technologically higher than that of other options in the market”, “we 
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have more technological knowledge than our competitors” and “compared to our competitors, our 
product/service is based on a remarkably different technological solution. Market radicalness covered issues 
such as required amount of learning from customers, and the understandability of benefits of the developed 
concept. It was measured with three items, namely “Customers realize the benefits of the new product/service 
only over a longer period”, “ordinary customers may find it hard to understand all the features of the product or 
service” and “to use the product the customer needs to learn something new”. Business model radicalness was 
measured with respect to potential significant changes in production processes and company practices in 
general. Principal component analysis with Varimax rotation was applied in measure development. Three of 
the eleven original items were left out from the final constructs because of low factor loadings. The remaining 
eight items loaded onto three components, accounting for 69.5 percent of the variance. Based on this, 
composite measures for each dimension were computed. Considering the exploratory nature of the composite 
measures, the Cronbach’s alphas could be considered acceptable for newly developed scales. 
 
 We first compared the innovation radicalness measures (see Table 1), as well as strength of 
appropriability mechanisms (see Table 2) in domestically and internationally oriented firms with a series of 
independent samples’ t-tests. 
 

Table 1. Internationalization and innovation radicalness 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Domestic focused 
firms 

Mean 3.54 4.46 3.43 
N 52 52 52 
Std. Dev. 1.35 1.41 1.40 

Internationalized 
firms 

Mean 4.62 4.40 3.79 
N 145 145 144 
Std. Dev. 1.41 1.55 1.49 

 Mean diff. 1.07 -.06 .36 
Sig. (2-tailed) .00 .79 .14 

 
With respect to innovation radicalness, there are notable differences between internationalized and domestic 
focused firms only with respect technological radicalness, with internationalized firms showing higher values. 
Market and business model radicalness do not show statistically significant differences (although business 
model radicalness is higher in internationalized firms, and comes close to being significant at 10 percent level). 
 

Table 2. Internationalization and appropriability mechanisms 

  IPRs Contracts 
Empl. 
Legislation HRM Secrecy Lead time Tacitness 

Dom. Mean 2.05 4.40 2.87 4.49 3.70 4.70 3.23 
firms N 49 49 49 48 49 49 49 
 Std. Dev. 1.25 1.59 1.37 1.63 1.64 1.37 1.15 
Int. 
firms 

Mean 3.40 4.83 3.22 4.63 4.28 4.96 3.76 

 N 134 137 133 139 132 136 139 
 Std. Dev. 1.59 1.49 1.58 1.39 1.63 1.20 1.47 
 Mean diff. 1.35 .43 .35 .14 .58 .25 .53 
 Sig. (2-tailed) .000 .084 .175 .576 .036 .225 .012 

 
 In terms of Table 2, taking a look at the mean values of appropriability strength, internationalized 
companies are shown to exhibit higher values throughout the appropriability mechanisms. IPRs, secrecy and 
tacitness reach statistical significance, and also contracts are marginally significant. Other forms of protection 
also show higher means for internationalized firms even if they are not statistically significant. We then moved 
on to examining the fit between type of radicalness and protection in domestic and internationalized firms, 
where equally divided sub-groups of high and low protection in terms of different appropriability mechanisms 
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were compared with t-tests. Table 3 below summarizes the significant findings in terms of different types of 
radicalness for domestic-focused and internationalized firms (See tables A and B in the Appendix 1 for more 
detailed statistical information). 
 

Table 3. Appropriability mechanisms that promote types of radicalness for domestic-focused and 
internationalized firms (based on Independent Samples T-tests) 

 IPR Contracts Employment 
legislation 

HRM Secrecy  Lead time Tacitness 

        
Dom. 
firms 

MarketRad 
- 
- 

- 
- 
- 

- 
- 
- 

TechRad 
(MarketRad) 

- 

TechRad 
MarketRad 

BusModRad 
 

TechRad 
MarketRad 

BusModRad 
 

TechRad 
BusModRad 

- 

        
Int. 
firms 

TechRad 
- 
- 

TechRad 
BusModRad 

- 

- 
- 
- 

TechRad 
MarketRad 

- 

TechRad 
- 
- 

TechRad 
BusModRad 

- 

MarketRad 
BusModRad 

- 
 
 Intellectual property rights seem to be more relevant for technological radicalness in international 
markets, whereas in domestic markets, they are associated with market radicalness. Contracts may not play a 
relevant role for innovation radicalness in domestic markets, but in international environment strength of 
protection is related to both technological and business model dimensions of radical innovations.  Employment 
legislation and HRM are quite similar for both domestic and internationalized firms, and also lead time varies 
only with respect to market radicalness – the connection between protection and innovation being more visible 
in domestic markets. Secrecy seems to play a role in both markets with respect technological radicalness, but it 
also is related to business and market radicalness in domestic markets. Tacitness also shows in both 
domestically and internationally oriented firms when business radicalness is of concern, but differences emerge 
also as tacitness is associated to technological radicalness in domestic firms and market radicalness in 
internationalized firms. 
 
 

DISCUSSION AND CONCLUSIONS 
 
 
 Our findings concerning the relationship between internationalization and dimensions of innovation 
radicalness indicate that in international markets, access to different types of knowledge and varying 
technologies enhances the chances that radically new technologies emerge (see Kafouros et al. 2012). 
Regarding market radicalness, internationalization does not seem to play a role, since this dimension is almost 
unchanged independent of domestic or international focus. In terms of business model radicalness, the 
internationalized firms seem to exhibit higher rates of newness (although this connection is only close to being 
statistically significant). This result suggest that internationalized firms approach the business models 
differently or that international markets are utilized for trials and new operation modes, which increase the 
radicalness of business models for such firms.  Overall, our hypothesis H1 is partially supported, as only one 
dimension of radicalness clearly shows higher levels in internationalized firms compared to domestic ones. 
 
 Second, we considered the linkages between internationalization and protection/appropriability 
mechanisms.  We found that four out of seven mechanisms were clearly stronger in internationalized firms. 
This provides relatively strong support for the hypothesis H2. IPRs are highly important in international 
markets as they not only create obstacles to unwanted imitation, but also facilitate freedom of operation 
(through mitigating the risk of infringement claims and litigation) and enable safe knowledge transfer and 
exchange (Cohen 1995, Hurmelinna-Laukkanen and Puumalainen 2007). Likewise, secrecy is needed to 
preserve the competitive edge, and also, it can be stronger (and therefore more useful) in international markets 
due to cultural and language barriers, for example (Mäkelä et al. 2007). Tacitness is similar to secrecy in 
prevention of imitation and additional strength provided by international environment. Contracts are also more 
relevant in knowledge protection in internationalized markets. Other forms of protection are not statistically 
significant with respect differences in domestic and internationalized firms. It may be that the complexity 
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related to international operations environment comes into play, lowering slightly the strength of employment 
legislation, HRM, and lead time. This issue calls for future examination, however. 
 
 Finally, our study illustrates notable differences between internationalized and domestic firms in 
terms of the combinations of different types of radical innovations and the strength of protection. In general, it 
seems that in domestic markets, the informal mechanisms dominate the appropriability regime over formal 
ones, while in international markets there is a wider variety. There are differences regarding the strength of 
different mechanisms and dimensions of radical innovations in different markets, however. As suggested 
above, IPRs may be more relevant for innovations containing high technological or market radicalness. 
Differences seem to emerge with respect the firm orientation towards domestic or international markets, 
however: IPRs are associated with market radicalness in domestic markets and with technological radicalness 
in internationalized firms. Indeed, technological radicalness may be promoted in international markets when 
the firm can protect its existing technologies and transfer them more safely (see, e.g., Criscuolo et al 2010, 
Hurmelinna-Laukkanen et al. 2012), and technologically radical innovations may be easier, and important, to 
cover with IPRs. Regarding market radicalness, operating in domestic markets seems to be particularly prone 
to show connection to IPRs protection. It may be that in domestic markets, there are needs to differentiate the 
firm with respect to the competitors, and with the familiarity with the local IPR system, the protection 
mechanisms can be utilized in relation to innovation with high market radicalness. Surely, the differences may 
also indicate that the mechanisms are linked to each other within the appropriability regime: for example, it 
was shown that in international markets, IPRs and contracts may replace secrecy to an extent (see, e.g., 
Arundel 2001). Therefore, it pays off to have variety in the appropriability regime, as this enables strategic 
moves. 
 
 The importance of contracts in international setting (see Narula and Hagedoorn 1999) is confirmed as 
technological and business model radical innovations are associated with stronger contractual protection. The 
need for contractual protection to these dimensions of radicalness is quite understandable, since contractual 
protection is mostly needed when new technologies are developed with other organizations, and when business 
models incorporate new ways of distribution, for example. Considering employment legislation, no statistical 
differences between domestic and international firms were found. As discussed above, this form of protection 
may be a double-edged sword, with complexity and uncertainty limiting its effects in international markets, 
and limited understanding of this mechanism as a relevant form of protection in domestic firms (see, e.g., 
Autio et al. 2000). On the other hand, HRM practices seem to be quite relevant for both domestically and 
internationally operating firms, especially with regard to technology and market radicalness. Paying attention 
to knowledge leaving and leaking (Olander et al. 2011) enhances the possibilities not to lose such knowledge 
in collaboration to the other parties that form the most distinctive advantage for the firm. After all, the contact 
persons in collaboration for technology exchange or market development are important gatekeepers and 
receptors of the knowledge (Baughn et al 1997). Secrecy and lead time behave in quite a similar manner in 
domestic markets, both of them promoting all dimensions of innovation radicalness. 
 
 Somewhat surprisingly, the connection between the strength of these mechanisms and radicalness of 
innovations disappears to an extent in international markets. Stronger secrecy is associated only with higher 
technology radicalness, whereas lead time relates to technology and business model radicalness. It may be, as 
suggested above, that in domestic markets it is easier to get the message of secrecy through without facing the 
adverse effects of organizations and individuals feeling themselves not trusted (Hannah 2005). Finally, 
tacitness also plays slightly different roles when comparing internationally and domestically operating firms, 
and with respect to different dimensions of innovation radicalness. While tacitness is associated with high 
business model radicalness in both domestic and international contexts, tacitness is further associated with 
technological radicalness in domestic markets and with market radicalness in international markets. This 
suggests that tacitness may be quite effective in protecting business model innovation compared to other 
mechanisms. Indeed, when an innovative business model is based on the complex social phenomenon and tacit 
knowledge within the firm, it is likely to be quite difficult to imitate. 
 
 It can be concluded that in international markets, being innovative and having intellectual assets at the 
firm’s disposal is a starting point for competitive advantage, but it may not be enough in a highly competitive 
environment. In addition, efforts have to be directed to preserving the distinctive intellectual assets and 
innovations.  While these aspects have been recognized in previous studies (e.g., Autio et al. 2000, Frenz et al. 
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2005, Gassmann et al. 2010), our contribution lays in combining them into one study, and in a more detailed 
examination of relationships between different dimensions of radical innovations and varying 
protection/appropriability mechanisms in international and domestic markets. 
 
 The managerial implications of the study point to two issues: first, as it seems that different 
appropriability mechanisms are related to different dimensions of innovation radicalness especially with regard 
to operating in domestic or international markets, appropriability should be sought from multiple mechanisms. 
Second, and related to this, it is important to get employees from different functions of the firm involved in 
knowledge protection for radical innovations. As radicalness comes in different forms, they may emerge in 
different parts of the firm, meaning also that benefits might be lost if personnel have no idea on the protection 
issues. In general, if a firm seeks radical innovations, access to multiple sources of knowledge from various 
markets seems to be an essential precondition. 
 
 There are limitations in this study that can be referred to when considering future research arenas. For 
example, we have delimited our study in that we have taken no definite position with regard causality issues, 
and we have not considered the international markets in terms of host country features, for example. Such 
issues could be considered in future studies. Furthermore, while we have tried to provide an overview of the 
above described connections, more detailed discussion on the reasons and contingencies related to the found 
linkages is still needed. For example, business model innovation and radicalness is still a relatively new area of 
research, and therefore calls for more examination. 
 
 

APPENDIX 1. 
 
 
 Results of empirical examination on strength of appropriability mechanisms of different types of 
innovations in domestic and internationalized firms 
 

Table A. Appropriability mechanisms and innovation radicalness – domestic focused firms 
 

IPRs 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low IPR 
protection 

Mean 3.58 4.21 3.42 
N 38 38 38 
Std. Dev. 1.36 1.43 1.38 

High IPR 
protection 

Mean 3.76 5.05 3.73 
N 11 11 11 
Std. Dev. 1.28 1.19 1.47 

 Mean diff. .18 .84 .31 
Sig. (2-tailed) .700 .084 .527 

Contracts 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low contract-
based protection 

Mean 3.73 4.37 3.51 
N 34 34 34 
Std. Dev. 1.38 1.41 1.32 

High contract-
based protection 

Mean 3.38 4.73 3.43 
N 15 15 15 
Std. Dev. 1.24 1.24 1.59 

 Mean diff. -.36 .37 -.08 
Sig. (2-tailed) .406 .389 .853 
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Employment legislation 

  
Technologica
l radicalness 

Market 
radicalness 

Business model 
radicalness 

Low employment 
legislation-based 
protection 

Mean 3.62 4.21 3.36 
N 28 28 28 
Std. Dev. 1.41 1.41 1.12 

High employment 
legislation-based 
protection 

Mean 3.62 4.64 3.67 
N 21 21 21 
Std. Dev. 1.25 1.41 1.71 

 Mean diff. .00 .43 .31 
Sig. (2-tailed) 1.000 .297 .475 

Human resource management 

  
Technologica
l radicalness 

Market 
radicalness 

Business model 
radicalness 

Low HRM 
protection 

Mean 2.95 4.05 3.30 
N 22 22 22 
Std. Dev. 1.29 1.49 1.15 

High HRM 
protection 

Mean 4.03 4.73 3.44 
N 26 26 26 
Std. Dev. 1.24 1.33 1.56 

 Mean diff. 1.07 .69 .17 
Sig. (2-tailed) .005 .099 .717 

Secrecy 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low secrecy-
based protection 

Mean 3.27 4.13 3.10 
N 30 30 30 
Std. Dev. 1.32 1.62 1.18 

High secrecy-
based protection 

Mean 3.96 4.84 3.94 
N 19 19 19 
Std. Dev. 1.31 .88 1.62 

 Mean diff. .69 .71 .84 
Sig. (2-tailed) .077 .054 .040 

Lead time 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low lead time –
based protection 

Mean 3.14 4.06 3.02 
N 31 31 31 
Std. Dev. 1.21 1.44 1.21 

High lead time –
based protection 

Mean 4.22 5.00 4.14 
N 18 18 18 
Std. Dev. 1.33 1.20 1.48 

 Mean diff. 1.08 .94 1.12 
Sig. (2-tailed) .005 .024 .006 

Knowledge tacitness 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low knowledge 
tacitness –based 
protection 

Mean 3.18 4.26 3.06 
N 31 31 31 
Std. Dev. 1.24 1.59 1.23 

High knowledge 
tacitness –based 
protection 

Mean 4.15 4.67 4.06 
N 18 18 18 
Std. Dev. 1.34 1.04 1.52 

 Mean diff. .97 .41 .99 
Sig. (2-tailed) .014 .284 .016 



PROTECTION OF RADICAL INNOVATIONS – DIFFERENCES IN DOMESTIC AND INT’L MKTS 

©Journal of Global Business and Technology, Volume 9, Number 1, Spring 2013 12 

 
 

Table B. Appropriability mechanisms and innovation radicalness – internationalized firms 
 

IPRs 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low IPR 
protection 

Mean 4.33 4.36 3.61 
N 55 55 54 
Std. Dev. 1.37 1.69 1.53 

High IPR 
protection 

Mean 4.87 4.36 3.97 
N 77 77 77 
Std. Dev. 1.63 1.42 1.50 

 Mean diff. .54 .00 .36 
Sig. (2-tailed) .026 1.00 .179 

Contracts 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low contract-
based protection 

Mean 4.40 4.38 3.51 
N 67 67 66 
Std. Dev. 1.35 1.60 1.44 

High contract-
based protection 

Mean 4.87 4.36 4.10 
N 68 68 68 
Std. Dev. 1.42 1.53 1.56 

 Mean diff. .46 .58 -.02 
Sig. (2-tailed) .053 .027 .940 

Employment legislation 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low employment 
legislation-based 
protection 

Mean 4.45 4.33 3.57 
N 60 60 59 
Std. Dev. 1.54 1.62 1.50 

High employment 
legislation-based 
protection 

Mean 4.81 4.47 3.99 
N 72 72 72 
Std. Dev. 1.27 1.50 1.52 

 Mean diff. .36 .43 .14 
Sig. (2-tailed) .156 .111 .610 

Human resource management 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low HRM 
protection 

Mean 4.30 4.11 3.68 
N 66 66 66 
Std. Dev. 1.47 1.37 1.45 

High HRM 
protection 

Mean 4.94 4.63 3.89 
N 72 72 71 
Std. Dev. 1.25 1.66 1.58 

 Mean diff. .64 .52 .21 
Sig. (2-tailed) .006 .047 .430 
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Secrecy 

   
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low secrecy-
based protection 

Mean 4.35 4.34 3.59 
N 60 60 59 
Std. Dev. 1.50 1.55 1.59 

High secrecy-
based protection 

Mean 4.95 4.45 3.99 
N 70 70 70 
Std. Dev. 1.24 1.55 1.47 

 Mean diff. .60 .11 .40 
Sig. (2-tailed) .015 .692 .140 

Lead time 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low lead time –
based protection 

Mean 4.32 4.29 3.48 
N 64 64 64 
Std. Dev. 1.39 1.65 1.37 

High lead time –
based protection 

Mean 4.89 4.43 4.00 
N 70 70 69 
Std. Dev. 1.37 1.47 1.60 

 Mean diff. .57 .14 .52 
Sig. (2-tailed) .019 .606 .048 

Knowledge tacitness 

  
Technological 
radicalness 

Market 
radicalness 

Business model 
radicalness 

Low knowledge 
tacitness –based 
protection 

Mean 4.38 3.90 3.27 
N 60 60 59 
Std. Dev. 1.48 1.43 1.43 

High knowledge 
tacitness –based 
protection 

Mean 4.77 4.76 4.18 
N 77 77 77 
Std. Dev. 1.37 1.55 1.47 

 Mean diff. .39 .86 .90 
Sig. (2-tailed) .110 .001 .000 
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TECHNOLOGY ON INTERNATIONAL TRADE 
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ABSTRACT 
 
 
 There have been propositions in the information technology (IT) literature that IT stimulates 
international business. This paper describes the research framework that relates to IT investment and 
international trade. Based on a literature survey, five hypotheses are developed. The data of IT expenditures 
and international trade of forty-four large trading countries over the 1995-2009 period are collected through 
the World Bank and United Nation’s databases. These data are used to test the five hypotheses. The research 
findings strongly suggest that IT investment has positive effects on international trade for all countries. Such 
positive effects are not significantly influenced by cultural factors such as geographical region and language, 
even are not influenced by the economy strength factor. Free trade can stimulate the effects of IT on 
international trade; however, such stimulus seems to be diluted when the trade association becomes large. The 
findings of this empirical test lead to conclusions and recommendations for the international trade 
communities to proactively make IT investments for international trade. 
 
Keywords: Information technology investments, international trade, global e-commerce, impacts of 
information technology. 
 
 

INTRODUCTION 
 
 

Over the past several years, information technology (IT) has become the most important catalyst in 
international business (Barovick, 2004). The Internet-based e-commerce tends not to be perceived as just 
another example of the alliance of business and the new IT; instead, the cross-countries dimension of e-
commerce gives it a distinctive character in contrast to other applications of technology to international 
business (Kucuk, 2002; Mayer & Vambery, 2008). Specifically, the Internet provides the impetus for IT 
enabled international business process reengineering, and this in turn, improves international trade (Tang, 
2006). In conjunction with streamlining trade processes, the Internet provides a rich media of information 
about government regulations, duty rates, market studies, and sources of suppliers and consumers. 

 
The global spending in the year 2013 on information and communications technology (ICT) will 

reach $3.8 trillion (IDC, 2012). Despite the huge amount of IT investment worldwide, little research into 
theoretical frameworks of the IT impact on the global economy in a general global context has been reported. 
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Much of the literature on the relationships between IT investment and international trade has a 
macroeconomics orientation rather than global IT management orientation. Consequently, strategic issues of IT 
enabled international trade have yet to be fully investigated (Javalgi and Ramsey, 2001). 

 
To understand more about the impact of IT on international trade, this research study empirically 

tested the correlation between IT expenditure and international trade. The test provided more information about 
how investment in IT has an impact on international trade and raised issues about how global IT utilization can 
improve international trade. 

 
This paper describes the research framework that relates to IT investment and international trade, and 

tests five research hypotheses related to the framework. The study also describes the methodology used to test 
the hypothesis. Based on the empirical test results, the paper draws conclusions and makes recommendations 
on the need for proactive investment in IT by the international trade community to improve international trade. 
 
 
THE RESEARCH FRAMEWORK 
 
 In this study IT investment of a country is referred to as all expenditures on IT spent by businesses, 
households, governments, and education institutions of the country. The expenditures includes spending on IT 
projects, equipment, telecommunications purchased from vendors or organizations outside the purchasing 
entity, as well as spending on internally customized software and capital depreciation. International trade of a 
country is referred to as the total dollar value of import and export of the country. 
 

In the literature few underlying structures and theoretical models for the relationships between IT 
investment and international trade are available. We propose a conceptual model for this study as shown in 
Figure 1. The model is based on the attitude literature. Specifically, we recognize that IT adoption for 
international trade is determined by many cultural, political, and regional characteristics of the countries 
(Slamecka, 1985). Language is one of the major cultural aspects in the Internet environment for international 
trade (Haveman, 1998; Law & Perez, 2005). The IT infrastructures and logistic infrastructures are critical for 
the success of IT in international trade. World large trade associations, such as European Union (EU), play 
significant roles in using IT for international trade (Myers, 1997), and have adopted their own IT standards, 
agreements, policies in their domains (Monahan, 1998). Accordingly, four factors (geographical gap, cultural 
gap, IT and logistic infrastructure, and IT standard agreement) represented by four variables (region, language, 
economy strength, and trade association) are used in this study to examine how these factors influence the 
impact of IT investment on international trade. Next, we develop hypotheses and specify these variables. 
 

Figure 1. The Research Framework of the Study 
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RESEARCH HYPOTHESES 
 
 
Relationship between IT and International Trade 
 

Research (Dou et al., 2002) suggests that the Internet provides a widely-reaching and economic 
medium for export marketing. IT helps to reduce the incessant document work in international business, and 
shortens the time needed for carrying out various processes in word trade by using online procurement and 
funds transfer. It provides the environment of accelerate international information flows beyond the physical 
boundaries (Johnston & Gregor, 2000). The Internet-based IT replaces the "inflated" processes based on mail, 
telephone, and faxes with more efficient online procedures such as trade Web portals (Croom, 2000). In fact, 
IT supports international supply chains through e-commerce (White et al. 2005). It makes it easier than ever 
for the import and export enterprises to search for new partners and customers. Likewise, IT supports 
international links not only in the actual import and export processes, but also in sharing information relevant 
to international trade. IT allows international trade organizations to maintain centralized data resource but 
prompt decentralized actions made by individual enterprises (IT06, 2013). Accordingly, the following 
hypothesis was formulated. 
 

Hypothesis 1: A positive association exists between the IT investment and international trade. 
 
 
Geographical Differences in IT Enabled International Trade 
 
 Modern IT has created bridges over the geographical gaps between regions of the world. 
Nevertheless, the global IT diffusion does not wipe out the cultural differences between the Internet user 
segments (Tian & Emery, 2002). The relationship between cultural context and the use of IT remains 
complicated (Buragga, 2002; Afriyie et al., 2012). On the other hand, the literature survey found few research 
reports that systematically assess the differences of productivity of IT in international trade between the 
geographical regions of the entire world. Hence, the following neutral hypothesis was suggested. 
 

Hypothesis 2: Geographical region does not have significant impact on the relationship between IT 
investment and international trade. 

 
 
Influence of Languages Used for the Internet 
 
 

The commonality of language among international trading partners has significant effects on the trade 
volumes (Hutchinson, 2002). Among many cultural factors that influence e-commerce (Hickey, 2000a; Chau et 
al., 2002), language is perceived to be one of the most important issues (Cottrill, 2000). Since the Internet was 
first developed in the US, English has been and will continue to be the dominant language on the Internet 
(Ulfelder; 2000). Although many non-English speaking countries promote their own languages and cultures on 
the Internet, English is still the first business language on the Internet for international trade (Hickey, 2000b). 
On the other hand, non-English speaking citizens want to view Web sites in their own indigenous language and 
culture which has caused a digital divide (Cuneo, 2003). 
 

Hypothesis 3: The relationship between IT investment and international trade in English speaking 
countries is significantly stronger than that in non-English speaking countries. 
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IT Infrastructure and Logistic Infrastructure for International Trade 
 
 

Research (Wang, 1997) has pointed out that IT does not assure success of business. The impact of IT 
on international business highly relies on the socio-technical design of IT in the country (Kao & Wang, 2003). 
The maturity of IT infrastructure and logistic infrastructure is the determinant of the profitable use of IT for 
international trade (Leitao & Faustino, 2009; Haughton, 2006). Research (Kurlantzick, 2002; Coates, 2002) 
indicates that developing countries have IT infrastructure and logistics disadvantages in implementing e-
commerce for international trade. 

 
Hypothesis 4: The relationship between IT investment and international trade in developed countries 

is significantly stronger than that in developing countries. 
 
 
World Trade Associations Promote the Use of IT in International Trade 
 
 
 International participation in Free Trade Areas (FTA) grew rapidly in the past several decades. FTA 
expand regional economic integration and promote world free trade (GLOBAL-ECO, 2013). The largest and 
most successful world free trade associations are the European Union (EU) which involves 25 member 
European countries (EUROPA, 2013) and accounts for over 40% of world exports, and the North American 
Free Trade Agreement (NAFTA) which combines the United States, Canada, and Mexico and accounts for 
about 18% of the world's exports. There have been other international trade organizations towards FTA, such 
as The Asia-Pacific Economic Cooperation (APEC) which involves more than twenty countries spanning four 
continents, Southeast Asian Nations (ASEAN), and Southern Cone Free Trade Area (MERCOSUR) in South 
America. 
 
 Research (Mitchell, 2001; Monahan, 1998) indicates that the impact of IT-based e-commerce on 
international trade highly depends upon the technological agreements among the trade partners. Word trade 
associations, such as EU and NAFTA, are harmonizing information regulations and standards across nations 
(Kumar & van Hillegersberg, 2004). A free trade association can have advantages in using IT for international 
trade. The duty-free treatment of electric information transmissions within a free trade association would 
further advance IT in international trade (Feinschreiber & Kent, 2001). 
 

Hypothesis 5: World trade association has significant impact on the relationship between IT 
investment and international trade. 

 
 

DATA AND SAMPLE 
 
 
The Investigation Scope and Sampling 
 
 

Forty four counties (see Appendix A), each of which has relatively large IT investments and 
import/export volumes, were examined in this study. The data of IT expenditures, import/export of these 
trading countries over the 1995-2009 period, as well as other background information related to this study are 
collected through the World Bank (WorldBank, 2013) and United Nation's (UNStats, 2013) databases. Given 
the prestigious status of the two organizations of the data sources, we consider that data are dependable. As this 
study is to investigate the relationship between IT investment and international trade as well as the effects of 
relevant factors, the time dimension is not a concern of this study although aggregated panel data are used for 
the investigation. 
 
 



Shouhong Wang and Hai Wang 

©Journal of Global Business and Technology, Volume 9, Number 1, Spring 2013 21 

Variables, Factors and Their Definitions 
 
 
 This study applies regression techniques to test the above five hypotheses. The variables and the data 
sources used for the tests are described as follows. 
 
Dependent Variable (y) - International trade volume 
 
The average annual increase in percentage of the total dollar value of import and export of the country over the 
1995-2009 period. 
 
Independent Variable (x) – IT investment 
 
 The average annual increase in percentage of total expenditures on IT of the country over the 1995-
2009 period. IT expenditures include external spending on information technology (tangible spending on 
information technology products purchased by businesses, households, governments, and education institutions 
from vendors or organizations outside the purchasing entity), internal spending on information technology 
(intangible spending on internally customized software, capital depreciation, and the like), and spending on 
telecommunications and other office equipment. 
 
Factor A - Geographical Gap: Region 
 
 For this study, the world is divided into six geographical regions: North America, Latin America, 
Pacific, West Europe, East Europe, and Middle East/Africa. Each country is classified to be in a particular 
region. 
 
Factor B - Cultural Gap: Language 
 
 Each country is classified to be English speaking and non-English speaking depending upon the 
official language used in the country. Commonwealth countries such as India and South Africa are classified to 
be English speaking countries. Special cases in the classification are also given special considerations. For 
instance, Canada has two official languages: English and French. However, the majority of Canadians use 
English. Hence, Canada is classified to be an English speaking country. 
 
Factor C - IT and logistic infrastructure: Development degree 
 
 Each country is classified to be developed country or developing country depending upon the 
economy strength measured by the GNI per capita. In this study, $10,000 of GNI per capita (Atlas method) in 
2004 is used for the classification boundary. 
 
Factor D - IT standard agreements: World trade association 
 
 This study investigates the effects of two influencing free trade associations of international trade: EU 
and NAFTA. Each country is classified to be a member/non-member of each of these trade associations. 
 
 The coding of the four factors for the investigated countries is shown in Appendix A. 
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TEST OF THE HYPOTHESES AND FINDINGS 
 
 
1. Hypothesis 1 - A positive association exists between the IT investment and international 
trade 
 

The data related to this hypothesis is plotted in Figure 2. A regression analysis, which included x (IT 
investment), 

 
y = α + βx + ε 
 

was conducted. The regression analysis indicates that a positive association exists between the IT investment 
and international trade. The regression result (t=3.42, p=0.0013) shows that the positive relationship between 
the IT expenditures and the import and export trade of a country is statistically significant. 
 

Figure 2. The relationship between IT investment and International Trade 

 
 

Clearly, the statistical relationship between IT investment and international trade does not reveal any 
causality. The objective of this study is to investigate the effects of global organizational, cultural, and social 
factors on the relationships of IT investment and international trade, as discussed next. 

 
2. Hypothesis 2: Geographical region does not have significant impact on the relationship 
between IT investment and international trade 
 

To investigate an impact of a factor on the relationship between IT investment and international trade, 
we applied factor ANOVA analysis (see Appendix B for all ANOVA tables). The population mean is the ratio 
of international trade volume over IT investment of each country. In testing Hypothesis 2, the factor is region 
that has six levels as shown in Appendix A. The ANOVA shows that the overall impact of the region factor on 
the relationship between IT investment and international trade is significant (F=5.40 p=0.0008). Accordingly, 
Hypothesis 2 is rejected. However, we excluded the North America region from the six global regions for the 
test. The ANOVA shows that the impact of factor region on the relationship between IT investment and 
international trade is not significant (F =1.51, p=0.22). Accordingly, Hypothesis 2 is not rejected if the North 
America region is excluded. We conclude that the North America region does have significant impact on the 
relationship between IT investment and international trade, but the region factor in other five regions does not 
have significant impact on the relationship between IT investment and international trade. 
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3. Hypothesis 3 - The relationship between IT investment and international trade in 
English speaking countries is significantly stronger than that in non-English speaking 
countries 
 

A single factor ANOVA analysis on the impact of the language factor on the relationship between IT 
investment and international trade was conducted. The ANOVA shows that the impact of the language factor 
on the relationship between IT investment and international trade is not significant (F = 1.31, p=0.26). 
Accordingly, Hypothesis 3 is rejected. We conclude that languages do not have significant impact on the 
relationship between IT and international trade, even though the volume of IT tools and information on the 
Internet in English language is significantly greater than that in other languages. 

 
4. Hypothesis 4: The relationship between IT investment and international trade in 
developed countries is significantly stronger than that in developing countries 
 

A single factor ANOVA analysis on the impact of IT and logistic infrastructures on the relationship 
between IT investment and international trade was conducted. The ANOVA shows that the impact of IT and 
logistic infrastructure on the relationship between IT investment and international trade is not significant (F = 
0.0004, p=0.98). Accordingly, Hypothesis 4 is rejected. We conclude that developing countries do not have 
significant disadvantages in using IT for international trade. 
 
5. Hypothesis 5: World trade association has significant impact on the relationship 
between IT investment and international trade 
 
 To further investigate the utilization of IT investments for international trade, we examined large 
world trade associations. We found that Mexico, the US, and Canada were among the top ten countries with 
the highest ratio of annual increase of trade volume versus annual increase of IT investment. The three 
countries are the NAFTA international trade network. To further examine whether NAFTA was effectively 
applying IT for trade, a single factor ANOVA analysis on the impact of NAFTA on the relationship between 
IT investment and international trade was conducted. The ANOVA shows NAFTA has a significant impact on 
the relationship between IT investment and international trade (F = 20.3, p=0.00005). We conclude that 
NAFTA is a small winners' circle, in terms utilization of IT for word trade. 
 

The next top tier with a high ratio of annual increase of trade volume versus annual increase of IT 
investment is the counties of EU. To further examine whether EU was effectively applying IT for international 
trade, a single factor ANOVA analysis with the factor EU-Member was conducted. The ANOVA shows that 
the impact of EU-Member on the relationship between IT investment and international trade is insignificant 
(F=0.92, p=0.34). We conclude that EU is not a winners' circle in terms utilization of IT for word trade. 
Overall, the mixed conclusion for this hypothesis indicates that the factor free trade association does not 
necessarily advance the impact of IT on international trade. 
 
 

DISCUSSION AND RESEARCH IMPLICATIONS 
 
 
Limitation of the Study 
 

Although this empirical study is factual, it has several limitations. First, statistically, the sample size is 
relatively moderate. Second, the time period investigated (1995-2009) is relatively short. Furthermore, 
definitions of IT investment and import/export are relatively general. More studies are needed to verify and 
extend our findings. Thus, extensive generalization of the research results could become speculative. 
 

The further research into IT investment and international trade in the context of global business and 
technology could be developed. In the management direction, more managerial factors that influence the 
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correlations between IT and global trade could be further identified and tested. In the economics direction, it 
worth pursuing to apply econometrical tools to a set of high frequency time series data to reveal interesting 
dynamic relationships between IT and global trade. 
 
 
Discussion 
 

The impact of IT investment on international trade is a complicated issue involving many other 
factors we have not explored in this study. Nevertheless, this study has revealed interesting facts besides these 
hypothesis tests results, as discussed below. 

 
The significant positive relationship between IT investment and international trade indicates that 

Internet-based e-commerce plays great roles in the global economy. Surprisingly, on an average, within the 
past several years developing countries invested equally heavily on IT as developed countries did, in terms of 
the ratio of the increase of IT investment over the increase of trade volume (i.e., 3.34 for developed countries, 
and 3.32 for developing countries). We are convinced that the cross-countries dimension of the modern IT has 
provided powerful leverage to international business for all countries. 

 
This study has verified that one of the main requirements for business relations in international trade 

is the establishment of communication channel. Although English is the most popular language on the Internet, 
non-English speaking countries do not have significant disadvantages in using IT for international trade. 
Nevertheless, non-English speaking countries have made more investment in IT than English speaking 
countries do in terms of the ratio of the increase of IT investment over the increase of trade volume (i.e., on an 
average, 3.85 for non-English speaking counties, and 2.44 for English speaking counties). 

 
Our data set shows that NAFTA uses IT for international trade much more effectively than other 

countries (i.e., the ratios of the increase of IT investment over the increase of trade volume are 0.98 and 4.04, 
respectively). There are feature articles (e.g., (JoC (2000)) about the policies of information technology 
adopted by the three NAFTA countries for international trade; yet, few academic research reports on the 
information architecture of NAFTA have been found in the literature. 
 
 
Research Implications 
 
 
 Currently, in the literature of global IT management emphases have been placed on comparative 
analysis of IT practices and facts in different counties. On the other hand, the literature of economics on IT and 
international trade has more of a macroeconomics orientation. People have no doubt that IT increases the 
interconnectivities of world trade partners leading to increased interactions of international trade; however, the 
effects of global organizational, cultural, and social factors on the relationships of IT investment and 
international trade are rather under exposed. This study makes contributions by adding the results of the 
investigation on these cultural and global social factors to the global IT management field. Its implications in 
several aspects are discussed below. Its implications in several aspects are discussed below. 
 

(1) There are many other factors that might be critical for the effects of IT on international trade, 
such as IT education, knowledge level of the use of IT for trade, and government's IT 
policies. However, data for those factors are unavailable. This makes research difficult to get 
into IT management in the global context beyond comparative analyses. A global research 
infrastructure that can help accumulate those data for global IT management is imperative. 

 
(2) The IT diffusion in international trade is rapid. To better understand the role of IT in 

international trade, more research frameworks in this field are expected in the near future. 
Periodical longitudinal studies would be particularly useful for global IT management. 
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(3) At the time being, the roles of world trade organizations such as WTO (WTO, 2013) have 
not extended into the establishment of a global alliance for IT and international trade. One of 
the major tasks for the global IT management community is to create such a global alliance 
that would facilitate the inter-linkage of networks for international trade to meet regional and 
national needs, and catalyze innovative and multi-stakeholder partnerships across the IT 
policies in international trade. 

 
 

CONCLUSIONS AND RECOMMENDATIONS 
 
 

The research findings strongly suggest that IT investment has positive effects on international trade 
for all countries. Such positive effects are not significantly influenced by cultural factors such as geographical 
region and language, even are not influenced by the economy strength factor. Free trade can stimulate the 
effects of IT on international trade; however, such stimulus seems to be diluted when the trade association 
becomes large. 
 

As indicated by the results of this study, the growing international trade calls for radical changes in 
business processes for import, export and negotiation. The e-commerce enabled international trade makes the 
association between IT and international trade stronger. In international trade, cultural factors and economy 
strength may contribute to the usage of IT in a country, but such contributions (positive or negative) will be 
transferred to its international trade partners. The overall effects of these factors on the usage of IT for 
international trade will be about equally distributed to the world, regardless there exist small winners' circles 
such as NAFTA. 
 
 The results support the following recommendations. 
 

(1) The globalization of economy requires globalization of IT. The world must continue to invest 
on IT to exploit the advantages of IT for international trade. 

 
(2) The borderless international trade market must be aware of cross-cultural issues in IT. 

Social-cultural factors will influence the IT-based international market in a collective way. 
The social-cultural impacts on the use of IT in international trade follow the same rules as the 
trade itself does that no party gains unless all partners are beneficial. Countries and trade 
organizations must be able to draw IT resources cross-culturally to create long term, 
sustainable, and equal relations among international trade partners. 

 
(3) The interdependence between the globalization of IT and international trade has become a 

global issue rather than national. World trade organizations ought to learn from NAFTA how 
a free trade area can have significant use of IT for international trade through imposing IT 
standardization and specifying their agreements on the use of IT for trade. 

 
(4) Developed countries must help the developing countries to establish IT infrastructure and 

logistic infrastructure in order to fully develop IT-enabled international trade. The digital 
divide between the developed counties and developing countries will influence the IT-based 
international trade in a collective way. The disadvantages of under-developed IT 
infrastructure and logistic infrastructure in developing countries are actually shared by all 
counties in international trade. Without improving the global IT infrastructure and logistic 
infrastructure, the impact of IT on international trade will be restricted. 
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APPENDIX A: COUNTRIES INVESTIGATED IN THIS STUDY 
Country Language: 

English (1); 
Non-English (2) 

Region/Member of Trade 
Associations: North 
America(1); Latin America 
(2); Pacific (3); West 
Europe (4); East Europe (5); 
Middle East or Africa(6) 

GNI: (per 
capita 
$10,000): 
Developed (1); 
Developing (2)  

Rank: of 
the ratio 
∆Trade/∆IT 

Argentina 2 2 2 9 
Australia 1 3 1 17 
Austria 2           4    /EU 1 31 
Belgium 2           4    /EU 1 11 
Brazil 2 2 2 30 
Bulgaria 2 5 2 13 
Canada 1                  1   /NAFTA 1 7 
Chile 2 2 2 27 
China 2 3 2 14 
   Hong Kong China 2 3 1 33 
Colombia 2 2 2 35 
Czech Republic 2          5   /EU 2 5 
Denmark 2           4    /EU 1 29 
Egypt, Arab Rep. 2 6 2 32 
Finland 2           4    /EU 1 18 
France 2           4    /EU 1 25 
Germany 2           4    /EU 1 15 
Greece 2           4    /EU 1 34 
Hungary 2           5    /EU 2 6 
India 1 3 2 23 
Indonesia 2 3 2 42 
Ireland 1           4    /EU 1 2 
Italy 2           4    /EU 1 19 
Japan 2 3 1 41 
Korea, Rep. 2 3 2 16 
Malaysia 2 3 2 24 
Mexico 2                  1    /NAFTA 2 1 
Netherlands 2           4    /EU 1 38 
New Zealand 1 3 1 40 
Norway 2           4    /EU 1 10 
Philippines 1 3 2 8 
Poland 2           5    /EU 2 22 
Portugal 2           4    /EU 1 21 
Romania 2 5 2 20 
Russian Federation 2 5 2 44 
Singapore 1 3 1 39 
South Africa 1 6 2 43 
Spain 2           4    /EU 1 4 
Sweden 2           4    /EU 1 36 
Switzerland 2 4 1 26 
Thailand 2 3 2 37 
Turkey 2 6 2 28 
United Kingdom 1           4    /EU 1 12 
United States 1                   1    /NAFTA 1 3 
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APPENDIX B. ANOVA TABLES OF HYPOTHESIS TESTS 
 
ANOVA (Hypothesis 2 –All 6 regions) 
Source of Variation SS df MS F P-value F crit 
Between Groups 2.12438481 5 0.424877 5.402839 0.000754 2.462549 
Within Groups 2.98830411 38 0.07864 
Total 5.11268892 43 

Groups: 6 geographic regions 
 
ANOVA (Hypothesis 2 – Regions without North America) 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.45744449 4 0.114361 1.506087 0.220981 2.633534 
Within Groups 2.7335735 36 0.075933 
Total 3.191018 40 

Groups: Global regions without North America 
 
ANOVA (Hypothesis 3) 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.154725 1 0.154725 1.310708 0.258749 4.07266 
Within Groups 4.957964 42 0.118047 
Total 5.112689 43 

Groups: English Speaking, Non-English Speaking 
 
ANOVA (Hypothesis 4) 
Source of Variation SS df MS F P-value F crit 
Between Groups 4.2775E-05 1 4.28E-05 0.000351 0.985133 4.07266 
Within Groups 5.11264614 42 0.12173 
Total 5.11268892 43 

Groups: Developed Countries and Developing Countries 
 
ANOVA (Hypothesis 5 –NAFTA vs. Others 
Source of Variation SS df MS F P-value F crit 
Between Groups 1.666940312 1 1.66694031 20.31822 5.17E-05 4.07266 
Within Groups 3.445748603 42 0.08204163 
Total 5.112688915 43 

Groups: NAFTA, Non-NAFTA 
 
ANOVA (Hypothesis 5 –EU vs. Non-EU) 
Source of Variation SS df MS F P-value F crit 
Between Groups 0.109547335 1 0.10954733 0.91962 0.343063 4.07266 
Within Groups 5.00314158 42 0.11912242 
Total 5.112688915 43 

Groups: EU and Non-EU 
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FUNCTION IN NEW ZEALAND TO HARNESS 

FUTURE OPPORTUNITIES: SURVEY RESULTS OF 
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Pieter Nel and Leon de Wet Fourie1 
 
 
 

ABSTRACT 
 
 
 The objective of the article is to identify particular functions and the organising thereof by human 
resource practitioners in 2010 forecasted for 2020 that would be critical as contributions to achieve an 
organisation’s objectives. Without the focused application and practice of HR functions by HR practitioners, 
organisations in New Zealand would not be optimally competitive. A survey was executed via an e-
questionnaire using Survey Monkey in 2010 with forecasts for 2020 to obtain longitudinal results. Responses 
totalled 119 from members of the Human Resource Institute of New Zealand, representing 15.4%. The most 
important findings and managerial implications are: HR should exhibit leadership in the functioning and 
organising of HR; focus on financial implications of HR activities, and external and internal changes in the 
organisation as perceived by HR. The implications are perhaps also applicable to organisations globally to 
add value to create future business opportunities. 
 
Keywords: Personnel trends, HR functions, organising, HR profession, change 
 
 

INTRODUCTION 
 
 

Based on global research by prominent HR researchers (Boxall & Purcell, 2011; Snell & Bohlander, 
2013; Stone, 2010; Ulrich et al. 2012; Wright, 2008) it is clear that contemporary senior management in 
organisations need to pay high level attention to the functions executed by HR practitioners. The critical 
functions, amongst others, include strategic HRM, exhibiting high level HR leadership, manage knowledge as 
well as intellectual capital and being able to be high level change agents. Recognising and utilising the 
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aforementioned to the advantage of organisations would enhance competitiveness and a subsequent significant 
improvement of the bottom-line. 
 

The current research project was executed via the analysis of the organising of the HR function in New 
Zealand to obtain results and to identify management implications. The research was executed via a national 
survey of New Zealand HR practitioners who identified current as well as future critical HR functions which, if 
execution effectively, would contribute to the improved performance of organisations over time. The 
identification of the critical HR functions and the organising thereof would enable organisations to gear 
themselves in anticipation to utilise identified critical HR management functions optimally in future. Such 
awareness and subsequent activities by senior management would probably improve an organisation’s 
achievement of its strategic objectives in New Zealand with applications elsewhere in the world as well. 
 
 The importance of the findings  reported in the analysis of the HR’s functions provide valuable 
insights into current HRM practices, particularly HR functioning and staffing in New Zealand. 
 
 The organising of the paper is to review the relevant literature first, followed by the outlining of the 
research focus and methodology used to obtain the research results and report on the findings. In the final 
section the conclusions and the managerial implications of the research are presented. 
 
 

LITERATURE REVIEW 
 
 
 The literature review takes cognizance of the work of various researchers (Härtel & Fujimoto, 2010; 
Nel et al. 2012; Strack et al., 2008; Ulrich et al. 2012; Wilson, 2010) to identify HR functions. The value of 
their research could, for instance, provide indications for the future regarding New Zealand HR managers’ 
organising of the HR function and staffing to be effective, add value, and harness future opportunities for 
organisations. 
 
 The general functions of HR managers are not dissimilar in most market driven economies around the 
world (Compton, 2009; Galang, 2008; Pare & Tremblay, 2007; Pretorius, 2010; Rudman, 2010; Wright, 2008). 
The communication of HR’s strategic vision for the future is a critical contemporary HR function. 
Furthermore, the functions of HR managers in particular are interdependent with those of line management 
regarding activities such as strategy formulation. Attempts to either practise only HR or line management 
would result in organisations being in danger of becoming dysfunctional. HR personnel, particularly HR 
managers, should therefore utilise their expertise to benefit organisations and enable it to remain competitive in 
the current and future business world. Snell & Bohlander (2013) state that “Successful organizations combine 
the experience of line managers with the expertise of HR managers to develop and utilize the talents of 
employees to their greatest potential” (p.30). Ignoring the particular relationships between various HR and 
business functions can, therefore, result in serious negative consequences for an organisation. 
 
 HR practitioners in New Zealand (NZ) have been exposed to increasing global competition pressures 
on the organisations they work for. These include: Globalisation; developments in technology and 
telecommunications; the shift towards a knowledge-based workforce; changed employment legislation; and 
ntensifying competition for skilled labour. The HR function, therefore, needs to go beyond the delivery of cost 
effective administrative services and provide expertise on how to leverage human capital and be strategic in the 
execution of the functions they provide to the organisation. HR also needs to demonstrate the financial impact 
of HR activities on the organisation. The role of HR practitioners as strategic business partners and leaders of 
change has also received considerable attention globally by various researchers (Boxall & Purchell, 2011; du 
Plessis, Beaver & Nel, 2006; Haggerty & Wright, 2009; Strack et al., 2008; Ulrich et al., 2012; Wilson, 2010). 
 

HR practitioners must also expect to meet the raft of new challenges posed by the continuing 
evolution of their role and function. According to Ulrich & Brockbank (2005:134), HR should therefore not be 
defined by ‘what it does’ but by ‘it’s contribution to achieve organisational excellence’. In the post Global 
Financial Crisis (GFC) environment, businesses in all parts of the world are facing more challenges than ever 
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before to stay in business. These challenges require diligent HR and general management. The HR function, 
according to Ulrich et al. (2012: 52-53), is also being compelled to undertake introspection of its main 
competencies for the future and it has been suggested that they are as follows: Credible activist, capacity 
builder, technology proponent, HR innovator and integrator, change champion and strategic positioner. To gain 
and maintain a competitive advantage, management must, therefore recognise and treasure its human resources 
to execute a strategic function. To sustain competitive advantage, businesses should not only rely on 
technology, patents or strategic position, but also on how they manage and utilise the skills of their human 
resource management practitioners (Mthembu, 2010; Snell & Bohlander, 2013). 
 

HR practitioners are compelled to play an increasingly vital role in maximising the efficiency of an 
organisation’s human resources, because HR practices support the  employee behaviour that is critical for 
accomplishing key organisational processes and adding to the bottom line (Bryson & Ryan, 2012; Hawkins 
2010; McDonnell, Stanton & Burgess, 2011). It evident that individual HR practitioners must execute 
appropriate HR functions and be equipped with distinct competencies that enable them to execute the functions 
that would support organisations appropriately to achieve their objectives to remain competitive (Rasmussen, 
Haworth & Andersen, 2010). 
 
 

METHODOLOGY 
 
 
Background to the Collection of the Empirical Data 
 
 

The main research question is: To what extent have human resources functions in organisations as 
well as staffing changed to add value to the bottom line between 2010 and forecast for 2020 in New Zealand, 
and to what extent are these changes significant for the practice of HRM? 
 

A very comprehensive questionnaire covering 358 items to identify HRM and management trends 
was jointly compiled in New Zealand (NZ) and Australia in 1994. The questionnaire was used in a survey to 
identify the possible future competencies and roles of HRM in those countries for the year 2000 and was used 
by the then Institute of Personnel Management, now known as the Human Resource Institute of New Zealand 
(IPMNZ, 1994). The results of that study formed the basis for subsequent research study in 2001with forecasts 
for 2010 in NZ (Burchell, 2001; Burchell, 2002). Minor modifications involved updating and reducing the 
questionnaire, which at that time was paper based, and refining the questions for clarity. The final section of 
the said questionnaire sought to obtain demographic information from respondents. The 2001 survey covered 
all registered HRINZ members and the response rate was 10%. 
 
 
Study Covering HR Practice in New Zealand in 2010 and Forecasted for 
2020 
 
 

The NZ study of 2001 was again used with minor modifications in 2010 to obtain responses from NZ 
HR practitioners. For the 2010 repeat study, the questionnaire was shortened, although some sections were 
expanded to include contemporary aspects such as social media in the HRIS section. The reporting format was 
also changed to an e-survey using Survey Monkey. A 5-point Likert scale was also used which ranged from 1 
= “unimportant” to 5 = “critical to success”. The target population was again limited to HRINZ members, and 
to those who had registered to participate in HR research requests. The HRINZ provided links to the total 
number of HRINZ members in this category which totalled 635. A total of 119 members responded but only 98 
questionnaires were fully completed and usable, resulting in a 15.4% response rate. As pointed out earlier in 
the methodology, the 2010 survey participants obtained from the HRINZ database only included members who 
were registered and who had requested to participate in HR research from HRINZ. The overall positive 
implication is perhaps a higher quality and more focused response from participants in 2010. 
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The results of the e-survey were subject to verification first and a SPSS analysis was undertaken. 
Parametric and non-parametric tests were applied using the Wilcoxon Signed Ranks Test as well. Significance 
testing at the p<0.01 level was undertaken and the results were recorded. This approach enhances the 2010 
comparisons with the 2020 forecasts for analysis purposes, and identifies significant differences between the 
two sets of data as well. It must be noted that due to the magnitude of the research projects and their 
longitudinal nature, only the 2010 study with forecasts for 2010 are addressed in this paper. As a further 
narrowing down of the research focus, only those results focusing on HR organisation and staffing are reported 
on. Consequently only a very small section of the overall survey is reported on and presented in this paper. 
 
 

DEMOGRAPHIC PROFILE OF RESPONDENTS 
 
 

In this section the various demographic responses are presented. These include the profession, gender, 
organisation size and industry sector. 
 
 
Profession Representativeness 
 
 

The response is a representative sample of the HRINZ members who participated in sharing the 
research data, and this provides confidence in the responses which were provided. See figure 1. In the current 
study in NZ (2010) the most frequent title was HR Manager (46.7%) and the next most common title was HR 
non-management (16.7%). Those two titles accounted for 63.4% of the reported titles. 
 

Figure 1: Profile of respondents by profession in 2010 

 
 
 
Gender of Respondents 
 
 

This response is also a representative sample of HRINZ members who are in the HR profession and 
sharing research data. This also provides confidence in the survey responses which were provided. See Figure 
2. 
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Figure 2: Profile of respondents by gender in 2010 

 
 
 
Organisation Size 
 
 

It should be noted that NZ is predominantly a country of small businesses, with 93.3% of enterprises 
employing 19 or fewer people (Ministry of Economic Development, 2006). The respondents consisted of 
participants from different sized organisations. See Figure 3. For the purposes of analysis, however, small 
organisations were grouped as organisations with less than a 100 employees (0-99 with a result of 25%); 
medium organisations consisted of 100 to 499 (with a result of 28.3%); employees and large organisations 
consisted of 500 or more employees (with a result of 46.7 %). For international comparative purposes this 
categorisation provides a better fit, but caution should be exercised by readers about the NZ context concerning 
the characteristics and size of a small enterprise. 
 

Figure 3: Profile of respondents by organisation size (number of employees) in 2010 
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Industry Sector 
 
 

Table 1 outlines the types of organisations and the size of the respondents’ organisation for the 
various industry sectors which are represented in the survey. This result is also a representative sample of NZ 
Industry which provides confidence in the survey responses. 
 

Table 1. Profile of the respondents by industry sector and response size 2010 
Sector NZ response profile, 2010 
Agriculture, hunting, forestry and fishing 4.3% 
Mining and quarrying 1.5% 
Manufacturing 6.9% 
Electricity, gas and water  8.3% 
Wholesale and retail trade, restaurants and hotels 6.2% 
Transport, storage and communication 4.1% 
Business, insurance and financial services 12.5% 
Community, social and personal service 11.1% 
Education 20.8% 
Other 24.3% 
TOTAL 100% 

 
 

FINDINGS 
 
 

This paper highlights the findings of the 2010 survey together with the respondents’ forecasts for 
2020. A discussion and comparison of aspects of each category for 2010 as well as forecasts for 2020 is 
undertaken. 
 

The rationale for the research was, via the interpretation of the data to identify the contents and those 
characteristics of the HR function that would make it effective in providing HR practitioners with the 
necessary knowledge to enable management’s efforts to become or remain competitive in the business 
environment. The research is executed within the context of a longitudinal study to identify trends for 
management practice. 
 

As previously outlined, the findings and discussions are only focused on the HR organisation and 
staffing that adds value to the bottom line, representing data from section 4 of the 2010 survey only. Section 4 
comprised 18 questions but for analysis purposes and only those which returned high results are reported on. 
The 18 questions contained in the survey are present in Table 2. 
 

Respondents were required to apply the 5-point Likert Scale ranging from 1 being “unimportant” to 5 
being “critical to success” for both 2010 and 2020 to provide their responses. This analysis, however, only 
focuses on the last 2 combined responses of respondents, namely, “Very Important” and “Critical to Success”. 
Only the results of the 18 questions in the survey which attracted a combined response of more than 50% are 
analysed. Lastly, as a further refinement, parametric and non-parametric tests were applied, in particular the 
Wilconxon Signed Ranks Test to obtain a focussed picture of the results. 
 

The results which attracted a response of more than 50% are shown in Table 3 and are listed from the 
highest response to the lowest. Results below 50% are not listed or analysed, although their possible applicable 
to the functions of HR are noted. 
 



ORGANISING THE HUMAN RESOURCES TO HARNESS FUTURE OPPORTUNITIES 

©Journal of Global Business and Technology, Volume 9, Number 1, Spring 2013 36 

Table 2.  Questions contained in Section 4 of the survey only 
Question 
number 

Question detail 

1 Foreign language capability 
2 Knowledge and use of HR information systems 
3 Line management experience 
4 International experiences 
5 Broad knowledge of most HR functions 
6 Highly specialised knowledge of a few HR functions 
7 The need to be a registered member of a professional HR association in New Zealand 
8 Knowledgeable of competitors’ HR practices 
9 Educates and influences line managers on HR issues 
10 Defines and communicates HR vision of the future 
11 Anticipates the effect of internal and external changes on the organisation 
12 Demonstrates the financial impact of all HR activities 
13 Focuses on the quality of HR services 
14 Exhibits leadership for the functioning and organisation of HR 
15 Influences peers in other organisations 
16 Managing knowledge and intellectual capital 
17 Knowledge of e-Commerce and HR implications thereof 
18 Knowledge of the impact of globalisation on HR practices 

 
Table 3. Paired responses by question for 2010 and 2020 above 50% 

Question 
number 

Question detail Position of 
response 

Response by 
year 

14 Exhibits leadership for the functioning and organisation of 
HR 

1 
  3* 

2010 – 1.3% 
2020 – 0.0% 

13 Focuses on the quality of HR services 2 
2 

2010 – 2.6% 
2020 – 0.0% 

11 Anticipates the effect of internal and external changes on 
the organisation 

3 
1 

2010 – 0.0% 
2020 – 0.0% 

9 Educates and influences line managers on HR issues 4 
4 

2010 – 1.3% 
2020 – 0.0% 

10 Defines and communicates HR vision of the future 5 
5 

2010 – 1.3% 
2020 – 1.3% 

*It must be noted that the result of the 2020 forecast is also listed in rank order from highest to lowest 
 

It must be noted that all responses which did not attract a response above 50% for either 2010 or 2020 
are not addressed for the rest of the analysis in this article. No further discussion is undertaken of these issues 
as they are either unimportant or of no concern, as they are not on the radar screen in organisations in NZ as far 
as the respondents are concerned in their efforts to become or remain competitive. The questions which are not 
further discussed are presented in Table 4. 
 

Table 4. Questions failing to reach thresholds and omitted from further analysis 
Question 
number 

Question detail 

1 Foreign language capability 
3 Line management experience 
4 International experiences 
6 Highly specialised knowledge of a few HR functions 
7 The need to be a registered member of a professional HR association in New Zealand 
8 Knowledgeable of competitors’ HR practices 
15 Influences peers in other organisations 
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In Table 5 responses are ranked for 2020 which were not part of the 50% plus threshold for both 2010 
and 2020 questions, but singularly above the threshold. Results are again listed from highest to lowest. 

 
From the responses it is clear that the perception of respondents regarding 2020 has shifted measurably 

as to what is regarded as “Very Important” and “Critical to Success” since 2010. These results are noteworthy 
and need to be explored in more detail. 

 
Table 5. Results by question for 2020 which attracted more than a 50% response in descending order 

Question 
number 

Question detail Response by 
year 

12 Demonstrates the financial impact of all HR activities 2020 – 79.5% 
16 Managing knowledge and intellectual capital 2020 – 65.0% 
5 Broad knowledge of most HR Functions 2020 - 62.8 % 
2 Knowledge and use of HR information systems 2020 – 61.5% 
18 Knowledge of the impact of globalisation on HR practices 2020 – 56.4% 
17 Knowledge of e-Commerce and HR implications thereof 2020 – 53.8% 

 
A further refinement of the results are presented in Table 6 where the questions for either 2010 or/and 

2020 which attracted more than 50% responses are listed after further statistical analysis. It is indicated in 
Table 4 under the heading “Question and year” in terms of the applicable categories and in brackets reflecting 
the year in which the result was obtained. 
 

Table 6. Paired comparisons and significance of results 
Paired Q 
number Question and year Mean 

2010 
Mean 
2020 

Significance 

2 Knowledge and use of HR information systems 
(only 2020 above threshold) 

2.88 3.70 .000* 
/.000** 

5 Broad knowledge of most HR functions 
(only 2020 above threshold) 

3.37 3.77 .000* 
/.000** 

9 Educates and influences line managers on HR 
issues (2010 & 2020 above threshold) 

3.67 4.20 .000* 
/.000** 

10 Defines and communicates HR vision of the 
future (2010 & 2020 above threshold) 

3.55 4.07 .000* 
/.000** 

11 Anticipates the effect of internal and external 
changes on the organisation (2010 & 2020 
above threshold) 

3.75 4.45 .000* 
/.000** 

12 Demonstrates the financial impact of all HR 
activities (2020 above threshold)  

3.30 4.15 .000* 
/.000** 

13 Focuses on the quality of HR services. (2010 & 
2020 above threshold) 

3.52 4.05 .000* 
/.000** 

14 Exhibits leadership for the functioning and 
organisation of HR. (2010 & 2020 above 
threshold) 

3.78 4.07 .000* 
/.001** 

16 Managing knowledge and intellectual capital 
(only 2020 above threshold)  

3.22 3.82 .000* 
/.000** 

17 Knowledge of e-Commerce and HR implica- 
tions thereof (only 2020 above threshold) 

2.60 3.53 .000* 
/.000** 

18 Knowledge of the impact of globalisation on 
HR practices (only 2020 above threshold)  

2.65 3.63 .000* 
/.000** 

*p<0.01 (Note: Scale used was: 1-Unimportant, 5- Critical to success) 
** Wilcoxon Signed Ranks Test 

 
In the next section the findings are presented and analysed, bearing in mind the significance of each as 

shown in Table 6 as well as the literature survey which was undertaken to determine the context of the results. 
The analysis is initiated for both 2010 and 2020 results of the same question above the threshold of 50% and 
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proceeds from highest to lowest. The discussion of the 2020 only results which were above the threshold and 
were significant as well, as shown in Table 6, are analysed and discussed. 
 
 

MAJOR FINDINGS 
 
 

The findings are discussed from highest to lowest while observing the statistical significance for the 
relevant questions for both 2010 and 2020 as being shown in Table 3 and significance shown in Table 6. 
 
 
Major Findings re: Leadership, Functioning and Organisation of HR 
 
 

For 2010 this was the highest response (66.3%), but it slipped to 3rd position (81.6%) in the 2020 
response. It can be deduced that the need for leadership capabilities with regard to HR’s functioning and 
organising has exceeded the previous importance measurably, but must be viewed in the context of the 2020 
results. The result is also identified as being significant. The reasons for the increase of this question is perhaps 
that current and future HR practitioners in New Zealand need to focus more on their abilities, skills and 
attributes to become outstanding leaders. It is also increasingly vital for the HR practitioners in New Zealand to 
exhibit leadership skills within the organisation, as was pointed out in the literature review (Buller & McEvoy, 
2012; Ulrich et al. 2012; Rudman, 2010). 
 

It is noteworthy that Q11 - “Anticipates the effect of internal and external changes on the 
organisation” (86.4%) became a top priority and Q13 – “Focuses on the quality of HR services” (83.3%) was a 
second priority for 2020. These were preferred above leadership of the function, as was shown in the 2020 
priority list. This result may perhaps be ascribed to the notion that by 2020 the leadership function of HR will 
have been consolidated and accepted by line management and those new issues such as effect of change and 
quality of service may then take centre stage. 
 
 
Major Findings re: Quality of HR Services 
 
 

For 2010 this was the second highest response (60.3%) and maintained the same position for the 2020 
response (83.3%). This could perhaps be explained in the context of comments made by Macky & Johnson 
(2007) who state that only half of New Zealand organizations report assessing what they do and much of this is 
likely to be informal, ad hoc and piecemeal. Marchington & Wilkinson (2012) also state that HR specialists are 
often critical of their actual contribution to HR goals and the quality of the service being provided. The reasons 
for this could be that firstly, HR often finds itself in an ambiguous position, and its presence is being 
questioned on cost grounds, and secondly, that the contribution of HR is hard to quantify as practitioners work 
closely with line managers and depend on them to put policies into effect. Also, while it may be possible to 
identify the impact of HR decisions, one cannot always be sure that the HR specialists contributed to them 
(Snell & Bohlander, 2013). The concerns identified in the literature may perhaps be the reasons for the 
heightened focus on service as second priority by the respondents for both 2010 and 2020. 
 
 
Major Findings re: Effect of Internal and External Changes on the 
Organisation 
 
 

For 2010 this was the third highest response (57.7%), albeit being on par with Q9 regarding 
“education and influence on line managers on HR issues”. It gained first position (86.4%) in the 2020 
response. It is clear that respondents ascribe high importance to internal and external changes in the years to 
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come, which is in line with the literature survey (Strack et al., 2008; Ulrich et al., 2012; Wilson, 2010). Change 
is expected to become a way of life as New Zealand business organizations strive to keep pace in an 
increasingly competitive world market place, according to Bryson & Ryan (2012). Respondents certainly 
regard the nature and impact of change on organisations and the HR function and staffing as critically 
important for the next decade in NZ. It may also be that the fallout from the GFC is still fresh in terms of the 
changes that had to be made to survive in the minds of the respondents. The results were also supported by 
being significant at p<0.01 and being 0.000 level as well, as was shown in Table 4. 
 
 
Major Findings re: Educating and Influencing Line Managers on HR 
Issues 
 
 

For 2010 this was the fourth highest response (57.7%) although it was on par with Q11 regarding 
change. It did maintain the same position for the 2020 response (being 80.7%). Educating and influencing line 
managers regarding HR issues thus saw a significant increase for 2020 which was significant at p<0.01 and 
0.000 level as well, as was shown in Table 4. 
 

This finding could perhaps be justified by various researchers stating that line departments are those 
that are directly involved in activities that are central to the organisation. Furthermore, as the traditional work 
of HR managers diminishes, line managers are stepping up and performing some duties that are typically done 
by human resource professionals, ably assisted in the process by modern automation (Erasmus et al., 2013). 
Furthermore Macky (2008) claims that in New Zealand, the majority of the businesses are small and as such, 
HR issues are dealt with by line managers who play a critical role in HRD efforts. They act as a link with 
employees and support the successful implementation of systems and processes in their management areas in 
the organisation. Line managers therefore need education assistance in identifying areas of need to managing 
HR interventions. Such education could of course also be executed by HR consultants where organisations do 
not employ HR personnel or managers. It is clear from the results that education is viewed as becoming 
increasingly important as part of the function of HR and for staffing the organisation to add value to the 
bottom-line. 
 
 
Major Findings re: Defining and Communicating HR Vision of the Future 
 
 

For 2010 this was the fifth highest response (52.5%) and maintained the same position for the 2020 
response (74.3%), whilst significant at p<0.01 and at the 0.000 level. This could perhaps be ascribed to views 
such as that by Marchington & Wilkinson (2012) that strategy is about winning. An organisation’s chosen 
strategic vision has clear implications for HR policy and practice, as well as for the workforce, and it should be 
clearly communicated to all relevant stakeholders in the organisation. 
 

According to Bratton & Gold (2012), the organisation’s commitment to its HR processes forms a part 
of its evolving value system and lies at the heart of the organisational framework, which should be 
communicated to all stake holders. The HR vision is also a determinant of the principles on which management 
decisions are based, and it should be embedded in corporate culture as well (Nel et al., 2009). HR practitioners 
thus act as a middle person for communication between employee and management. 
 
 
Major Findings re: Responses above 50% only in 2020 
 
 

The findings presented in Table 4 are analysed in this section. It must be noted that all results are 
significant at p<0.01 and are at the 0.000 level as well for the Wilcoxon Signed Ranks Test. New opportunities 
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or realities for 2020 which were not high on the HR agenda in 2010 (below the 50% threshold) have now come 
to the forefront. These are addressed below and management implications are deduced from it. 

 
“Demonstrates the financial impact of all HR activities” (79.5% response). The result is the most 

important and is perhaps due to the close proximity of the GFC global effect when the respondents completed 
the survey. Their perception of the future is therefore acute regarding the consequences and effects of financial 
issues on HR activities and businesses. Senior management should nevertheless be prepared to embrace inputs 
from HR practitioners regarding the effect of financial issues of HR activities, as it could perhaps influence 
business performance. 
 

“Managing knowledge and intellectual capital” (65.4% response). It has been a key feature of the 
modern world that the knowledge revolution has become exponential. It is therefore not surprising that 
respondents regard the management of knowledge and intellectual capital (also known as human capital) as a 
primary HR source to manage in future (Erasmus et. al., 2013). The respondents anticipate it to be far more 
important by the end of this decade than the value ascribed to it in 2010. Many researchers have focused on the 
knowledge wave and the intellectual capital of human resources as a major competitive advantage for 
organisations in future, and this includes appropriate talent management (Snell & Bohlander, 2013). It is 
deduced that senior management should take particular note of the ever increasing influence of this HR asset 
on business performance to create future opportunities as well. 
 

“Broad knowledge of most HR functions” (62.8% response). It is often the case in organisations 
that HR practitioners are accused of being over specialised or not knowledgeable enough about the business. 
This result can perhaps be viewed in the New Zealand context and ascribed to the characteristic of being 
mainly small sized enterprises, according to the Ministry of Economic Development (2006). Many 
organisations avoid employing full time high level HR practitioners due to their small size. HR clerks or 
officers often have to shoulder the burden of the work and it is implied that they should have a broad 
knowledge of HR functions (Nel et al., 2012). This situation is regarded as becoming more acute for the future 
and has therefore increased in the estimation of the respondents for the 2020 forecast. 
 

“Knowledge and use of HR information systems” (61.5% response). The evolutionary process of 
the electronic age has increased exponentially since the start of the new millennium. A simultaneous 
development is the knowledge about and the use of human resource information systems (HRIS) in 
organisations at all levels on a global scale (Snell & Bohlander, 2013). Organisations are increasingly aware of 
the issue that “information is power” and that it provides a competitive edge which is critical for survival and 
being successful in the future. It also creates opportunities for the future. It is therefore not surprising that 
respondents have highlighted their opinion of the future in terms of the ever increasing importance of HRIS to 
HR practitioners in particular and the need to be knowledgeable about them. 
 

Since the start of the new millennium the speed with which electronic commerce and all related 
business aspects such as e-recruitment and e-HR management has evolved is astounding. Senior management 
should consequently take note of the wave of electronic evolution and high speed availability of information 
which is in fact only in its infancy. A major management implication is that the future of this development is 
for all intents and purposes a major unknown in the area of all business and HR, which makes it extremely 
difficult to manage up to 2020 and beyond. 
 

“Knowledge of the impact of globalisation on HR practices” (56.4% response). Although New 
Zealand is a small country and at the bottom of the world, it does not escape the globalisation of businesses, 
and this will only escalate during the next century. Multi-national companies (MNC) also operate in and from 
New Zealand, one of the most noteworthy being home-grown MNCs, namely Fonterra which has a multi-
billion dollar global turnover. The role of HR practitioners in this context is critical to operate as innovators 
and integrators and to be a strategic positioner to cope with the global impact on organisations’ performance 
(Ulrich et al., 2012). Senior managers ought to take note that in 2020 this facet of HR organising and staffing is 
regarded as critical to accommodate the ever increasing globalisation of businesses and to develop 
contemporary approaches to harness future opportunities for New Zealand businesses in particular. 
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“Knowledge of e-Commerce and HR implications thereof” (53.8% response). Developments such 
as the internet and e-commerce has revolutionised business globally and are an inescapable reality. More and 
more organisations are therefore conducting their business on-line and also have to adapt to the ever increasing 
competitive demands of this channel of doing business (Bryson & Ryan, 2012). It is not surprising that it has 
raised awareness and has become a priority above the 50% threshold as well. This will increase in importance 
in future and HR need to provide the appropriate service to management to cope with this contemporary 
demand (Erasmus et al., 2013). 
 
 

MANAGEMENT IMPLICATIONS 
 
 

In the research survey that was executed in 2010 and forecasted for 2020 a comparison of the highest 
and lowest results above the 50% threshold revealed significant changes in some HR functions and staffing. 
 

The most significant management implication is that the leadership function of the HR practitioner 
entails taking cognizance of the effect of change by the aligning of HR and business strategies in order to 
enable the HR function to be better organized both internally and externally. A new kind of HR practitioner 
with high level leadership skills can therefore be expected to organize the HR function in future successful 
organisations in order to add value to the bottom line for the 21st century. 
 

The major managerial implications for senior management for the next decade in particular are as 
follows: It is abundantly clear that issues relating to the electronic era and use thereof are of paramount 
importance to the organising and staffing of the HR function to provide optimal service to organisations. 
Equally important is the issue of knowledge management and the use of intellectual capital by organisations, 
since this would enhance being competitive and enable the harnessing of opportunities for organisations in the 
next century. 
 

Concrete recommendations are that the organisation of the functions of HR practitioners needs to be 
intensively reassessed to cope with future demands on them. Furthermore, organisations need to link human 
resources goals to business strategy, attract and retain highly skilled staff, and enhance productivity, quality 
and customer satisfaction to serve organisations effectively and to harness future business opportunities. HR 
also needs to be diligent in defining and continuously communicating HRs vision of the future to senior 
management. 
 

It is acknowledged that it is perhaps a limitation of the study that it was executed in 2010 while New 
Zealand was still in the grips of the economic downturn due to the global financial crisis. Respondents’ 
responses could perhaps have been more conservative for 2010 as well as their forecasts for 2020, which may 
have an impact on the overall results. 
 

The implications for senior management are that although HR may be a key management role, the 
answer to achieving this lies to an extent in each individual human resource managers’ functions. HR 
practitioners should be a strategic business partner, advisor and assistant to the front line manager as well as a 
people manager, which in turn is influenced by the organization’s perception of the nature and scope of HR 
staffing. This is particularly important, as the organisation and staffing of the HR function continues to shift 
from that of a functional expert to that of a business partner to harness future opportunities for an organisation. 
Lastly senior management clearly need to take note of the impact of, for example, financial decisions on the 
HR function, which in turn would impact on the leadership of HR regarding the overall competitiveness of an 
organisation for the next century in the aftermath of the global financial crisis. 
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ABSTRACT 
 
 
 The Zimbabwean economy has undergone economic and financial transformation over the past two 
decades which has been accompanied by multiple changes in the banking sector. The country embarked on 
financial reforms in the 1990s which subsequently led to a twofold growth in the number of banks in the 
system. However, the growth in the number of banks exacerbated competition in the sector which subsequently 
led to an unprecedented collapse of banks between 1998 and 2005. This study uses the lifecycle model to 
ascertain behavior of banks between the period 1990 and 2008. The results show that the majority of banks 
that collapsed in Zimbabwe between 1998 and 2008 were, on average, at their start-up phase. However, the 
collapse of these banks was propelled by different circumstances ranging from bank specific to general market 
factors. The study provides some policy recommendations regarding the licensing of banks in emerging 
markets economies. 
 
Key words: Zimbabwe, corporate lifecycle, start-up phase, growth phase, banking sector 
 
 

INTRODUCTION 
 
 
 This paper employs the lifecycle model to investigate the lifecycle behavior of banks in Zimbabwe 
between 1990 and 2008. The lifecycle model refers to the way in which “products move from launch to growth 
to a mature and ultimately to a decline phase” (Bender and Ward, 2002:30).  This model may be used to 
explain the behavior of firms or products during their life. Zimbabwe went through some rough times between 
1990 and 2008 that were mainly driven by socio-political and economic challenges. These challenges 
subsequently had adverse effects on the performance and behavior of the financial sector. The financial sector 
in Zimbabwe comprises the banking industry, non-bank financial intermediaries and the stock market. From 
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1990 to early 2000, the country’s banking sector seemed to outperform other economic sectors. However, in 
spite of  the gains realized by the banking sector during this period, the country was subsequently characterized 
by numerous economic, political, humanitarian and financial crises (Moss, 2007; Ncube, Richards, & Yau, 
2009).   During this period, inflation skyrocketed from 18 percent in 1990 to 133 percent in 2005 leading to 
speculative practices in the banking sector (RBZ, 2005). Some of the challenges included: first, the one size 
fits all Economic Structural Adjustment Programme (ESAP) of 1991 led to company closures and the 
beginning of perennial socio-political and economic problems (Ranga, 2004); and second, the accumulation by 
dispossession through privatization of state enterprises led to the mushrooming of numerous financial 
institutions which resulted in sophisticated but volatile financial markets (Njanike, 2010). The resultant 
structural changes in the political economy led to rapid privatization of state owned enterprises like the 
agricultural marketing boards and financial institutions (Godana & Hlatshayo, 1998). The banking industry on 
the other hand benefited from these economic activities through the provision of advisory services to the 
privatization processes (Tambudzai, 2003). Moreover, financial liberalization in the 1990s, exacerbated by 
increased foreign exchange and stock markets volatility, ensured increased profitability in the banking sector as 
banks realized foreign exchange gains from offshore investments. Consequently, the banking sector whose 
history dates back to the early 1890s experienced a revolution as competition increased. Competition was 
mainly driven by the profitability in the banking sector amid the country’s declining Gross Domestic Product 
(GDP). Increased competition led to the collapse of some newly established banks in the late 1990s. Some 
banks were later closed due to insolvency and financial mismanagement in mid 2000s (RBZ, 2006).  The crises 
that plagued the country over a period of two decades subsided in 2009 when a new political platform was 
initiated and the country adopted a multiple currency system which stabilized prices. This study uses 
descriptive statistics to ascertain how the Zimbabwean banking sector fits into the lifecycle model. The study 
tests the following two null hypotheses about the country’s banking sector: (i) Zimbabwe’s banking industry 
does not follow the lifecycle model; and (ii) the collapse of banks in Zimbabwe was not as a result of expected 
events in the lifecycle stages. 
 
 

BACKGROUND OF ZIMBABWE’S BANKING SECTOR 
 
 
The economy and financial development in Zimbabwe 
 
 
 The country’s financial sector grew robustly in the early 1990s despite negative economic growth 
(International Monetary Fund, 2004).  The country experienced negative GDP growth since 1999 which 
remained negative up to the end of 2008. GDP growth peaked at 10.4 percent in 1996 and reached a trough of 
negative 10.4 percent in 2003 (World Bank, 2009). Despite this perennial slowdown in the economy,   the 
country’s stock market capitalization as a proportion of GDP increased from 27.3 percent in 1990 to 70.3 
percent in 2005 (World Bank, 2009). Market capitalization is generally used as a country’s economic 
barometer although in this case it is misleading as the stock market moved against economic fundamentals. 
Furthermore, the banking sector development benchmark, domestic credit to private sector to GDP ratio 
increased from 38 percent in 1990 to 93 percent in 2005. The larger the two ratios mean that the country has a 
higher level of financial development. These two financial sector indicators show that the country’s financial 
sector flourished during the period under study. Figure 1 below shows the trend in the country’s domestic 
credit to private sector and market capitalization to GDP ratios. 
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Figure 1. Stock market and banking sector trends in Zimbabwe (1990 -2005)

 
Source: World Bank – World Economic Indicators 

 
 On 1 August 2006, the country redenominated the “first dollar” by revaluing the currency (Ncube et 
al., 2009). Due to this redenomination, financial data from 2006 may not be relied upon (International 
Monetary Fund, 2004; Ncube et al., 2009), hence the trend in figure 1 goes up to 2005. The graph shows that 
between 1990 and 1999, domestic credit to private sector grew faster than stock market development. During 
this period, the country witnessed twelve new entrants in the banking sector. The trend was however reversed 
in 2000 as stock market capitalization grew rapidly driven by the listing of these new banks on the country’s 
sole stock exchange, the Zimbabwe Stock Exchange (ZSE). 
 
 
Zimbabwe’s banking industry 
 
 
 The country’s banking industry dates back to 1892 and evolved through the century to become a 
competitive industry in Sub Saharan Africa (International Monetary Fund, 2004). In 1892, The Standard Bank 
of British South Africa (now Standard Chartered Bank) opened its first branch in Zimbabwe (Standard 
Chartered, 2008). Other international banks opened offices in the country in later years. For instance, Barclays 
in 1912; Zimbabwe (Rhodesia) Banking Corporation in 1951; and Merchant Bank of Central Africa and 
Stanbic Bank (a subsidiary of South Africa’s Standard Bank Group). In 1980, the defunct Bank of Commerce 
and Credit International (BCCI) opened its offices in the country after partnering with the Zimbabwean 
government. Between 1991 and 2000, 15 new banks were established. These include, Commercial Bank of 
Zimbabwe (former BCCI) (1991), National Merchant Bank (1992), Trade and Investment Bank (1993), Trust 
Merchant Bank (1996), FBC Bank (1996), United Merchant Bank (1996), Universal Merchant Bank (1996), 
Royal Bank (1999), Barbican Bank (1998), Kingdom Bank (1997) among others. The banking industry in 
Zimbabwe consists of discount houses, finance houses, merchant banks, commercial banks and building 
societies. The commercial and merchant banks are regulated through the Banking Act Chapter 24:20 of 1999. 
Banks provide demand deposit accounts, foreign exchange trading, lending activities and advisory services 
among other banking activities (Government of Zimbabwe, 1999). 
 
 
Non-bank financial intermediaries 
 
 
Building societies 
 
 
 The Building Societies Act Chapter 24:02 of 1965 as amended, governs the country’s building 
societies. Building Societies specifically provide funding of mortgage finance and provision of savings and 
classified deposit accounts (Government of Zimbabwe, 1965). The country had four building societies in 2005. 

% 
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These were the Central African Building Society (CABS), Beverly Building Society (now CBZ Bank), FBC 
Building Society, Intermarket Building Society (formerly Founders Building Society) (RBZ, 2011).  FBC 
Building Society was established during the period under review as Zimbabwe Building Society before being 
acquired by the ZSE listed FBC Holdings Limited – a parent company of FBC Bank. The industry comprised 
mainly of matured building societies which however, as opposed to commercial and merchant banks, act as 
deposit taking institutions with a long-term credit book. In 1998, First National Building Society was 
established but collapsed in 2002 due to bankruptcy and financial mismanagement (RBZ, 2003). According to 
the RBZ (2000), building societies’ deposit interest rates as well as interest rates charged on mortgage loans 
are regulated by government. During the period under review, building societies responded to high inflation 
and interest rates offered in short term instruments by shifting their focus from core low yield mortgage 
lending to money market investments (RBZ, 2000). 
 
 
Discount houses and Finance houses 
 
 
 Both discount houses and finance houses are regulated by the Banking Act Chapter 24:20 of 1999. 
Discount houses are specialized financial institutions that buy and discount bills of exchange and also tender 
for government securities. They further play an active role in the money markets by buying and selling short-
term securities. During the period under review, the country’s discount  and finance houses were dominated by 
a few firms like the Discount Company of Zimbabwe Limited    (a subsidiary of ZSE listed Kingdom Financial 
Services Limited)  and newly established  houses like NDH, Highvield Financial Services Limited, Tetrad 
Securities Limited, Trustfin (Private Limited) and Global Investment House Limited. Global Investment 
House, a discount house, was established in 1999 and later acquired by Century Holdings Limited (which was 
later acquired by CFX, then by Interfin Holdings).  As interest rates surged due to escalating inflation rates, 
discount houses recorded boom business. This was further escalated by increased government borrowing from 
the domestic market (RBZ, 2000). Finance houses on the other hand provide asset-backed finance including 
leasing. Most finance houses in Zimbabwe are part of larger banking institutions. During the period under 
review, finance houses shifted from lending to high yield money market instruments mainly due to inflationary 
pressures (RBZ, 2000). 
 
 

BRIEF REVIEW OF LITERATURE 
 
 
 Corporate lifecycle studies have focused on a variety of aspects covering share repurchases (Yu & 
Jiang, 2010); the pecking order theory (Bulan & Yan, 2009); and the firm’s relative value (Aharony, Falk, & 
Yehuda, 2006). All these studies show that firms follow the lifecycle stages.  A longitudinal study of the 
corporate lifecycle showed that organizations undergo the stages in the same sequence despite inter-stage 
differences (Miller & Friesen, 1984).  Miller & Friesen found that each stage in a life cycle lasted for an 
average of six years. Consequently, firms younger than six years are referred to as young while firms seven 
years or older as old firms (Evans, 1987). Furthermore, a growth firm may be defined as the one that is six 
years old following their initial public offer (IPO) (Bulan & Yan, 2009); while a mature firm initiates 
dividends (DeAngelo, DeAngelo, & Stulz, 2006). A key assumption of a lifecycle model is that new entrants 
have low product quality which should affect their pricing model and hence their survival (Warusawitharana, 
2010). 
 
 Corporate lifecycle consists of four phases: start-up, growth, maturity and decline (Bender & Ward, 
2002). During each phase, firms face different levels of business and financial risk.  Business risk is the 
“inherent risk associated with the underlying nature of a particular business and the specific competitive 
strategy that is being implemented” (Bender & Ward, 2002:38). Business risk may be measured using the 
degree of operating leverage (Correia, Flynn, Uliana, & Wormald, 2003). Financial risk on the other hand, 
relates to the company’s financing structure (capital structure) and is measured using either the degree of 
financial leverage or the debt ratios (Bender & Ward, 2002; Correia et al., 2003). According to Bender and 
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Ward (2002), an inverse relationship exists between business risk and financial risk. Table 1 below shows 
financial strategy parameters at different levels of corporate lifecycle. 
 

Table 1. Corporate lifecycle parameters 
Parameter Start-up Growth Maturity Decline 
Business risk Very high High Medium Low 
Financial risk Very low Low Medium High 
Sources of 
funding 

Venture 
capital 

Growth equity 
Investors 

Retained 
earnings + debt 

Debt 

Dividend policy Nil payout Nominal payout 
ratio 

High payout Total 
payout 

Future growth 
prospects 

Very high High Medium to low Negative 

Currently 
profitability 

Nominal or 
negative 

Low High Low & 
declining 

Source: Bender and Ward, 2002 
 
 Sources of funding in the table above relate to the financing side of the banks’ balance sheets. Banks 
may finance their operations using venture capital (seed capital); growth equity investors (usually through 
listing); retained earnings and debt (organic growth at maturity); and debt at the declining phase (Bender & 
Ward, 2002). Firms may distribute excess cash flows through either dividend payouts or share repurchases 
(Hillier, Grinblatt, & Titman, 2008). Future growth prospects or market’s perceptions of the future is measured 
by the company’s price/ earnings ratio (P/E) (Bender & Ward, 2002). In the absence of P/E, the retention ratio 
multiplied by the return on reinvestment provides the company’s growth rate (Firer, Ross, Westerfield, & 
Jordan, 2008). The analysis of these variables requires a detailed financial analysis and, more importantly, 
reliable financial statements. 
 
 

DATA AND METHODOLOGY 
 
 
Data 
 
 
 Data used in this study was obtained from the Reserve Bank of Zimbabwe, the respective banking 
institutions websites, IMF and World Bank databases. In this study, as per the study by Miller and Friesen 
(1984) and DeAngelo, DeAngelo and Stulz (2006), we define banks younger than six years as start-up, banks 
which are six years and older or listed on the stock exchange for not more than six years as growth firms.  
Banks in the maturity phase are those that initiate dividends as per the study by DeAngelo and Stulz (2006). 
This study uses data from 1990 to 2008. We use descriptive statistics to analyze the corporate lifecycle of 
banks in Zimbabwe. The chosen timeframe captures a period characterized by both new entrants and the 
collapse of several banks (Njanike, 2010). The early 2000s captures the effect of hyperinflation which 
increased from 18 percent in 1990 to 133 percent in 2005 (RBZ, 2006). 
 
 
Methodology 
 
 
The study uses the mean and the median to ascertain the lifecycle stages of banks in Zimbabwe. Focus is 
placed only on the banks that were founded between 1990 and 2008. To calculate the average age of each 

variable, the mean is calculated as  where  represents the variable and n the number of observations. 

From the analysis if: 
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(i) Firm age ≤ 6 years, then the firm is in the start-up (launch) phase; 
(ii) 6 years < firm age ≤ 12 years, then the firm is in the growth phase; and 
(iii)  Firm age > 12 years, then the firm is in the mature phase. 

 
 Since the banks established between 1990 and 2008 were both less than 18 years in 2008, the decline 
phase is therefore omitted from the analysis. The three scenarios described above are used to determine the 
banking industry average parameters and to test the first hypothesis that the banking industry does not follow 
the corporate lifecycle model. 
A count is done to ascertain the lifecycle stages of collapsed banks. A tally is used to allocate collapsed banks 
within a particular lifecycle stage. This tally is used to determine the relative frequency of each variable 
(lifecycle stage) within the population of collapsed banks. The relative frequency is then used to test the second 
hypothesis that the collapse of banks was not a result of expected events in the lifecycle model. 
 
 

RESULTS AND DISCUSSION 
 
 
 The Zimbabwean financial system grew from an oligopoly state comprising foreign owned financial 
institutions into a dynamic system characterized by the emergence of new and locally owned financial 
institutions between 1990 and 2008. Central bank assets grew on average by 171 percent, depository banks by 
113 percent and other banking institutions by 91 percent. Table 2 below lists the new entrants in the banking 
sector between the period 1990 and 2008, dates of initial public offering (IPO), age of bank prior to IPO, date 
of collapse, and the age of the bank at the time of collapse, where applicable. 
 

Table 2: Activities in the banking industry (1990 – 2008) 
Bank Name Established Year of 

IPO 
Age before 

IPO 
Year of 
Collapse 

Age at 
Collapse 

Agribank 2000 NL N/A NC N/A 
Barbican Bank 1998 2002 5 2005 8 
Ecobank 2004 NL N/A NC N/A 
FBC Bank 1996 2003 7 NC N/A 
Genesis Bank 1993 NL N/A NC N/A 
Century Bank 2000 2003 4 2004 5 
Intermarket Bank 2003 N/A N/A 2005 2 
Kingdom Bank 1997 2000 3 NC N/A 
Metropolitan Bank 1997 NL N/A NC N/A 
NDH 1997 NL N/A NC N/A 
Interfin Bank 2001 2010 9 NC N/A 
NMB  Bank 1992 1999 8 NC N/A 
Renaissance Bank 2003 2009 6 NC NC 
Royal Bank 2000 NL N/A 2004 4 
Time Bank 1997 NL N/A 2003 7 
Trust Bank 1996 2002 7 2005 10 
TN Bank 2008 NL N/A NC N/A 
ZABG Bank 2005 NL N/A NC N/A 
First National 
Building Society 

1997 NL N/A 2002 5 

Universal Merchant 
Bank 

1996 NL N/A 2000 3 

United Merchant Bank 1996 NL N/A 1998 3 
Mean   6.125  5.2 
Median   6.25  5 
Standard Deviation   2.03  2.64 
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Key: NL – Not Listed. NC – Not Collapsed: N/A – Not Applicable 
Source: RBZ and Various websites 

 
 The average period of banks before listing is six years with a standard deviation of 2.03. This suggests 
that the launch (start-up) phase of banks in Zimbabwe is approximately 6 years, which is in line with existing 
literature (see Miller and Friesen, 1984). At start-up phase banks face product quality and market acceptance 
challenges. During this phase, banks face product risk, uncertainty in market acceptance and market share 
among other factors, hence very high business risk. Furthermore, the banks in the launch phase experience 
negative cash flows arising from high launch, marketing and research and development expenditure and low 
cash inflows. 
 
 Three listed banks collapsed at an average of 2.3 years after listing. These banks collapsed during 
their growth phase. This is consistent with literature which suggests that at growth stages of development, 
firms become marketing focused and competition increases (Bender & Ward, 2002). On the other hand, 38 
percent of the banks that collapsed did so during their start-up phase which should be of concern to regulatory 
authorities. Of the 21 banks that were established between 1990 and 2008, nine of them had failed by 2008. 
 
 The average age of banks before collapse is approximately 5.2 years with a standard deviation of 2.6 
years. This average shows that banks collapsed during their start-up phase of the corporate life cycle. In this 
phase, according to theory, banks face uncertain market share, size of the market at maturity, length of maturity 
and maintenance of market share. Consequently, banks in the start-up phase face high business risk as they 
embark on marketing, fixed assets (branch network rollout and infrastructure) in line with Bender and Ward 
(2002)’s assertions. 
 
 Furthermore, 38 percent of the banks that collapsed during the period under review were listed on the 
Zimbabwe Stock Exchange. This is in contrast to financial theory which suggests that listing provides firms 
with access to capital markets for expansion purposes (Firer et al., 2008). Ordinarily, one would have expected 
these banks to thrive on the availability and accessibility of capital from the secondary markets. On the other 
hand, the collapse of the United Merchant Bank and Universal Merchant Bank provides us with some insight 
on systemic risk as the two banks had close to similar names. United Merchant Bank collapsed first in 1998 
and was immediately followed by Universal Merchant Bank in 2000 (RBZ, 2000). The next bank collapses 
were witnessed during the hyperinflationary period of 2002 – 2005. This period, according to the RBZ, was 
propelled by imprudent banking practices in the sector (RBZ, 2006). However banks tend to blame the harsh 
economic environment for their failure and subsequent crisis in the banking industry. 
 
 Table 3 below shows the number of banks, according to age, that listed on the exchange and those that 
collapsed. 
 

Table 3: Age Analysis (1990 -2008) 
 Panel A (Listed) Panel B (Failed) 

Prior to IPO Prior to collapse 
Age  < 6 years >  6 years < 6 years >  6 years 
Number of banks 3 5 6 3 
Total   8  9 

 
 The table above shows that 38 percent of the banks (3 out of 8) that listed on the ZSE were less six 
years old while the majority of the banks that listed (62 percent) were more than six years old. Of the three 
banks, two collapsed during their start-up phase.  This should be of major concern to regulatory authorities as 
founding shareholders who in many instances were top bank executives cashed-in their shareholding upon 
listing. This may have left the bank susceptible to mismanagement and imprudent practices by the same top 
executives.  Also 67 percent of the banks that collapsed were less than six years old suggesting they were in 
their start-up phase. The collapse of banks within the six-year age category means that the banking industry 
follows the lifecycle model as some products fail to penetrate the market during this phase. 
 
 The first null hypothesis that the country’s banking industry does not follow the corporate lifecycle is 
rejected as all characteristics of corporate lifecycle stages as promulgated by Miller and Friesen (1984) and 
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DeAngelo, DeAngelo and Stulz (2006) are observed. The rejection of this hypothesis suggests that both the 
entry and collapse of banks in Zimbabwe between 1990 and 2008 are a result of corporate and industry 
lifecycle stages in addition to the harsh economic and socio-political environment. Furthermore, the second 
null hypothesis that the collapse of banks in Zimbabwe was not as a result of expected events in the lifecycle 
stages is also rejected since these banks were within the launch and growth phases at the time of their collapse. 
 
 

POLICY RECOMMENDATIONS 
 
 
 The collapse of banks adversely impacts on the confidence of the banking industry. This should be a 
major concern to policy formulators and as such should be given much attention. Banks in Zimbabwe 
collapsed between their start-up and growth phases which may point to corporate governance failures within 
these institutions. Although it may be argued that increasing the number of banks in the economy improves 
financial inclusion and subsequently economic development, the systemic risk posed by the collapse of a bank 
has the potential of destroying the entire banking sector. Since this study observes that banks collapse within 
their launch phase, regulators should ensure capital requirements for prospective banks are set at levels that 
prohibit speculative tendencies by its founders. Furthermore, management shareholding in banks should be 
curtailed to avoid the abuse depositors’ funds by owners who are also executives. Thus there should be a clear 
separation of ownership from management in line with corporate governance best practices. Moreover, the 
management of new banks must be vetted and only experienced personnel should be allowed to lead these 
banks in order to avoid banking crises. Finally, the supervisory capacity of the central bank must be enhanced 
to enable early dictation of troubled banks to avert systemic risk within the sector. 
 
 

CONCLUSION 
 
 
 The study investigates corporate lifecycle patterns in banking sector in Zimbabwe using the lifecycle 
model. Results show that the country faced an influx of new banking institutions comprising merchant and 
commercial banks, discount houses and finance houses between 1990 and 2008. As competition became tense 
and the country’s economy became more volatile, banks began to collapse in 1998 and the collapse became 
more pronounced between 2002 and 2005, a period characterized by high inflation. Descriptive statistics reveal 
that the banks that collapsed had an average life of 5.2 years suggesting that they collapsed during their start-up 
phase. The collapse of banks at an average age of 5.2 years further attests to literature which posit that at 
launch phase there are high research and development costs and the firm’s products may not be accepted by the 
consumers. Furthermore, banks sought and acquired listing on the Zimbabwe Stock Exchange at the age of six 
in line with evidence from existing literature. However, in spite of the advantages of listing on the stock 
exchange, 38 percent of the new banks that listed on the exchange collapsed during their growth phase pointing 
to the need for enhanced corporate governance reforms within the sector. The study shows that the banking 
sector in Zimbabwe follows the lifecycle model and collapse of banks was in line with the expectations of 
firms in the start-up and growth phases. This requires bank licensing and supervision in under developed 
countries to be enhanced to avert failures and the resultant systemic risk in the banking sector. Overall, the 
transformation of the Zimbabwean banking industry which was driven by liberalization of the financial sector 
in the 1990s and later socio-political and economic challenges, forced some banks to fail during their start-up 
and growth phases. Close monitoring of banking activities is thus required to avert these systemic failures in 
future. 
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ABSTRACT 
 
 
 Brand trust is an integral component of brand identity. Consumer suspicion may undermine the 
building of brand trust through attempts to incorporate corporate social responsibility (CSR) into brand 
identity. One cause is businesses conforming to a definition of CSR that does not fit their operation and 
culture. One response is to set authenticity at the center of CSR discussions by broadening the ethics used to 
conceive a business’s role in society and international commerce. This paper uses philosophical tools to 
construct a model for authenticity-based corporate social responsibility. 
 
Keywords: CSR branding, ethics, CSR, greenwashing, conformity, authenticity, philosophy, marketing 
 
 

INTRODUCTION 
 
 
 Conducting business on an international scale increasingly requires businesses to be clear about their 
obligations to society beyond simply making profit (Dos Santos 2009). Businesses are commonly expected to 
create mission and vision statements that are shared with employees, investors, customers and suppliers. A 
common element is language related to corporate citizenship and social responsibility. 
 
 Corporate social responsibility (CSR) is the ethical values defining a business’s role in society. CSR 
branding incorporates the business’s social values into the reputation of its goods and services. Like most 
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branding initiatives, central goals include increases in brand trust and brand differentiation, consumer loyalty, 
affinity and advocacy. 
 
 TOMS Shoes does CSR branding right in its name. There is no Tom at the company. The name 
derives from “Tomorrow’s Shoes,” which captures the brand’s mission: to donate alpargatas, light, canvas 
slip-ons. The footwear is needed in Argentina’s impoverished corners to block infections that creep up from 
the local soil. The idea is simple: for every pair of shoes sold today in the US, a pair will be donated tomorrow 
to someone in need. 
 
 There are not many businesses like TOMS, but mixing CSR with brand messaging can generate 
business and significant effects on brand attitude (Lii and Lee 2012). Although some might view CSR as a 
supplement to corporate profit-seeking (Sabadoz 2011), CSR is evolving to become a more common strategy 
to business development. Whether it is Starbucks and fair trade coffee, or the Body Shop rejecting animal 
testing or Toyota’s environmentally friendly Prius, the CSR branding formula is in effect: a business’s 
articulated role in society is not a detail added to some remote webpage, it is an integral and amplified feature 
of the brand’s public face (Lafferty and Goldsmith 2005; Klein and Dawar 2004). 
 
 

CSR BRANDING AND SUSPICION 
 
 
 As CSR branding has flowed toward the mainstream, a sceptical suspicion has come with it: the 
internal logic sometimes is reversed. Instead of starting with a CSR profile – a clear definition of the business’s 
values and purpose in society - and then branding that to generate enviable marketplace results, some 
businesses are starting with the branding that produces marketplace results, and then backing themselves into 
the profile (Polonsky 1997). 
 
 Understood in the broadest sense, greenwashing is the accusation that a business advertises itself as 
preoccupied with social welfare or environmental stewardship, while the real intention is to convert that 
branded concern into money on the bottom line. Companies, in others words, fake it. It is important to note 
here that the problem is not profiting itself. As Ellen, Webb and Mohr have shown, consumers are comfortable 
with the reality that businesses adhere to the profit motive, and they expect that socially oriented actions will 
dovetail with bottom line results. What consumers are less willing to tolerate, however, is the sense that the 
reason for the social action is the profit or, stronger, that the social cause is being exploited for profit. There is 
also resistance, the three authors find, to social initiatives that do not reflect corporate values so much as the 
demands of stakeholders: there is consumer scepticism when companies seem forced to launch social 
initiatives. Taken together, the two scenes of scepticism lead to a conclusion: “Consumers may care less about 
what firms are doing than about why they are doing it (Ellen et al. 2006).” 
 
 Of course, reading the minds of others and discerning their true motivations is a risky business, but 
that has not stopped sceptics from gleefully shooting a snapshot around the internet showing an Eco Smart 
Company vehicle. The phone number 877-47-GOGREEN stenciled onto the side and back, along with the 
vehicle’s lush green paint job, give a good idea of the image the company promotes. The only problem is the 
vehicle happens to be a Hummer (Richard 2009). 
 
 Then there is the infamous I’m Sorry commercial for British Petroleum. Aired shortly after the Deep 
Water Horizon accident gushed crude oil into the Gulf of Mexico, BP CEO Tony Hayward fixed stern eyes on 
the camera and asserted deep regret for the human and environmental disaster, along with a promise to set 
things right (Climatebrad 2010). Today, what is most notable about the video is that it is hard to find on 
YouTube because it is drowned in so many cynical parodies (often featuring fake English accents). 
 
 With respect to CSR branding generally, what is important here is not finding the underlying cause of 
the greenwashing accusation in any one case. What matters is that suspicion is pernicious in two senses. First, 
where it exists it is hard to eradicate: once a brand or company has been stained, it is difficult to recover a 
socially-conscious or green-friendly reputation for the simple but inescapable reason that it is almost 
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impossible to prove that the motive behind any initiative does not ultimately trace back to the thirst for profit. 
Second, where suspicion exists, it can spread. If BP is a greenwasher, then why not Shell, or all the oil 
companies? Why not all companies? Why not TOMS? Online vigilantes now regularly attack shoes across the 
blogosphere, and there is a convenient Facebook page titled TOMS Shoes is a scam where sceptics can pile on 
(Community 2011). 
 
 What is certain is that CSR branding faces trouble. Suspicion that at least some companies are 
branding themselves as something they are not stains the project of incorporating the ethics of their role in 
society into brand identity (Darke and Ritchie 2007; Ihlen et al. 2011). 
 
 

RESPONDING TO SUSPICION WITH AUTHENTICITY 
 
 
 One response to suspicion of CSR branding is to set authenticity at the endeavor’s core. Instead of 
attempting to conform to an established definition of correct behavior, CSR branding works to discover and 
communicate the ethical values driving a particular business’s role in society. The labor is not so much about 
making slick ads. It is about carefully discerning a business’s real values: there is as much philosophy in it as 
there is marketing expertise. Then, and only after a profile of defining values has been drawn, are ways sought 
to communicate the values effectively, compellingly and profitably in order to further establish brand identity. 
Suspicion, consequently, is cut off at the roots. 
 
 This paper, in sum, is about the transition from conformity with established models of CSR, to the 
construction of a philosophically based authentic CSR profile for use in branding initiatives. An explanation of 
the transition takes two steps. First, we define the idea of authenticity. Second, the difference between 
conformity and authenticity in CSR branding is traced in concrete terms. 
 
 As Trilling has shown, authenticity contrasts with sincerity, and the difference goes beyond 
authenticity as being true to myself and sincerity as being true to others (Trilling 1972). It is also that the kind 
of truth the two trade in diverges. Sincerity is about objective facts that can be verified, authenticity, as Liedtka 
and others have noted, is about purposes that can be experienced (Liedtka 2008). 
 

As an example of how purpose provides authenticity, there is a page from dearphotograph.com. The 
website allows users to upload pictures taken of old photographs held up and superimposed over the reality the 
old photo captured, but as it exists today. One of the site’s pictures shows an expansive green backyard. Held 
into the shot there is an old photo taken from the same spot years ago. It contains two young boys standing in 
the middle, but in the old days the yard was not flattened and mowed, it was overgrown with trees and bushes, 
the kinds of things boys live to explore. Beneath the dual shot the contributor - the mother of the two, pictured 
children – wrote, “How I long for the days of make believe adventures in the forest. Now it is just a lawn that 
needs mowing” (Brown 2011). 

 
The mother is lost in her own backyard. She is because the difference between the forest and the lawn 

is the difference between an authentic and inauthentic relation with the stretch of land. When the yard was 
overgrown and children lived in the house, the place had a purpose, a role in the world she was creating as a 
mother. Now, with the children grown, the place no longer exists. Or, if it exists, it is just an empty and 
meaningless fact, a chore, a space that needs to be run over with a mower. Authenticity, finally, happens when 
people find a coherent role in the world, when they relate to the things and people around them with an 
understood purpose (Heidegger 2008). This is, some readers will recognize, the core idea of Martin 
Heidegger’s existential philosophy. 

 
As Liedtka observes, Heidegger’s notion of personal authenticity tied to purposiveness can be 

transferred to business organizations and understood as a particular kind of truth in the business world (Liedtka 
2008). It is not the truth of sincerity that typically involves facts and representing things as they objectively are. 
For example, the bathroom mirror is sincere, the fun-house mirror distorting my body is insincere. Transferring 
the point into the business realm, when Goldman Sachs writes on its webpage that it always puts their clients 
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first, and later we learn that they were hocking flimsy mortgage-backed securities to some clients so that others 
could short them on the derivatives market, we have pretty good reason to ask whether the company’s claims 
about clients and priorities are sincere (Securities and Exchange Commission 2011). 

 
 Goldman does far better when adopting an ethics of authenticity, as they do with the campaign 
Progress is Everyone’s Business. One of the campaign’s videos combines a basketball arena’s construction in 
Louisville with Goldman-organized financing. There is little discussion of corporate generosity, not much 
about a vaguely altruistic benefactor swooping in and saving the day for small-town Americans. All of that 
could have been there – just as there could have been empty promises about always putting clients first - but 
the impression actually generated is authentic purpose: Goldman gets money, people and projects together, and 
profit spreads. 
 
 The distinction between sincerity and authenticity – between the lean toward facts and toward 
purposes - is also active in greenwashing. Frequently, the greenwashing accusation has little to do with failing 
the test of conventional truth. The online vigilantes aiming for TOMS Shoes do not charge that the company is 
not really donating shoes as they claim, the charge is not that TOMS lies to consumers; it is that the 
organization is not true to its own project. If TOMS really existed to benefit poverty-stricken Argentines, then 
a way would be found to nurture shoe production in rural Argentina: that would ultimately allow more of the 
locals to protect themselves, and benefit them economically as well (Underwood 2011). 
 
 The point could be disputed, but the accusation remains. Moreover, underneath it there exists the 
barely muted suspicion that what leaders at TOMS Shoes actually want from their business is the opportunity 
to parade around New York and Los Angeles, bathing in the accolades of social responsibility. That may be 
too cynical, but what is significant here and from the broader perspective of CSR branding is that 
greenwashing is not so much about insincerity as it is inauthenticity. It is not that people are not telling the 
truth about what their company is doing so much as faking the passion for what they claim is their project. 
 
 

DIFFERENCES BETWEEN CSR BRANDING AS 
CONFORMITY AND AUTHENTICITY 

 
 
 CSR branding as conformity starts with a general definition of what counts as CSR, and then asks 
how a business fits into the profile. As Eabrasu (2012) has pointed out, this definition typically includes 
support for labor unions and affirmative action, as well as acceptance of global warming as happening and 
accelerated by modern industry. Association with recycling and its growing industry is viewed positively. 
Association with gun and military manufacturing is seen negatively, as is involvement with tobacco. The 
assertion that property owners may do what they wish on their land (think of clear-cutting lumber companies) 
is viewed very negatively. In general, the list of good things and bad things that Eabrasu sees operating inside 
the standard definition of CSR fits an ideological bias that he links with the United Nations, university 
professors and similar. 
 
 However that may be, what is important here is not the specific elements of CSR approval, it is that 
there are specific elements: there is a definition of CSR out in the world that operates normatively. It is 
composed of clear approbations and reproaches, and if corporations want to be considered CSR participants, 
they have to fit in. As opposed to that model of conformity, CSR branding centered on authenticity starts with 
a business’s values and purposes, and then draws a profile of the company for branding efforts. 
 
 CSR branding from conformity can feel like doing a checklist. Does the company contribute money to 
charity? Is there an employee health program that encourages exercise? Is there participation in community 
projects? Is there environmental stewardship along the line of value creation? (Or, at least an office recycling 
program?) CSR branding from authenticity is more exploratory. What purposes drive the business? How can 
the purpose be converted to a set of ethical values expressed as the business’s relation with society? How can 
those values be rendered in compelling human terms? 
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 CSR branding from responsibility is judgmental. A pre-established definition of what role a business 
should have in society yields a verdict on whether the role is executed well. The plethora of CSR rankings 
feeds this impulse. Google the term “CSR ranking” and you get lists from: the Boston College Center for 
Corporate Citizenship, justmeans.com, CSR magazine, ethisphere.com, Corporate Knights’ Global 100, and 
from many other sources. CSR branding from authenticity, by contrast, is descriptive. There is a business in the 
world, and the task is to set the ethical aspects of that relation into sharp vivid relief. It is to illustrate and 
clarify the values connecting the economic enterprise with the larger social world. If there is judgment, it is not 
about where the company appears on someone else’s list, it is about how well the description captures what 
actually drives the company’s actions. 
 
 The operative question for CSR branding on the conformity side is What is the business doing? 
Answering means checking a list to see if the company is doing the right thing. The operative question for CSR 
branding on the authenticity side is Why is the business doing what it is? Answering means understanding the 
purposes and values guiding the company. 
 
 

MOVING FROM CONFORMITY TO AUTHENTICITY IN 
CSR BRANDING: WHAT IS REQUIRED 

 
 
 Moving from conformity to authenticity in CSR branding requires broadening the spectrum of what 
counts as the ethics of business in society because currently accepted definitions are too narrow. Here is a 
standard definition of CSR, articulated by the European Commission: 
 
To fully meet their CSR, enterprises should have in place a process to integrate social, environmental, ethical, 
human rights and consumer concerns into their business operations (European Commission 2011). 
 
The problem here is that you cannot simultaneously ask a business to be authentic, and then insist that it 
“integrate social, environmental, ethical and human rights concerns into business operations.” What about 
businesses that do not want to do the integrating? What about the businesses that believe that the best way to 
serve society’s interest is through the invisible-hand, that is, just by producing better products at lower prices? 
What about enterprises that believe social problems are most effectively answered by governmental, religious 
or non-profit organizations? 
 
 Stated in the opposite direction, CSR branding should not be reserved for some few, compliant 
organizations; it is not only for TOMS, Starbucks, Body Shop and other familiar names that have dominated 
the social responsibility space so far. That limitation implies that only a few socially and environmentally 
active businesses are ethical with respect to their role in society, only a few have a public ethics dimension 
worth talking about. That is wrong, though. When it comes to a role in society, every business has an ethics. 
 
 Because ethics means aligning values to guide and justify decisions, it is inescapable. No business – 
and for that matter, no person - can act at all without first defining something that is wanted, and that is 
forming values, that is doing ethics. It happens whether a person or business wants it to happen or not. It 
immediately follows that since ethics happens in every organization, the incorporation of ethics into branding 
is available too. When that ethics - that establishment of values - concerns a business’s role in society, the 
result is a profile of CSR. 
 
 Next, if CSR branding is going to happen, and if it is going to be centered on authenticity, then 
businesses will brand their ethical role in society in their terms, as opposed to conforming to any single pre-
established model. To prepare for this reality, a broad range of concepts for understanding how businesses 
relate to society will have to be constructed, and it will have to be sufficiently broad to account for most all the 
kinds of companies that are out there in the world. 
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CSR BRANDING FROM AUTHENTICITY: MANAGERIAL 
OPTIONS 

 
 
 Two steps lead to a CSR profile generated from authenticity. The first defines the structure of a 
business’s possible roles in society, and does so with sufficient range to account for most of the organizations 
active in the economic world. The second humanizes the roles, it provides substance with philosophical ethics. 
 
 Step 1: Locate a particular business’s place on a wide conceptual spectrum running from profit to 
social and environmental engagement. 
 
 Locating a particular business’s place on the spectrum starts with a direct question: will initiatives 
supporting the surrounding community or natural world be undertaken even when they detract – at least in the 
short to medium term - from bottom line results? On the Yes side, these are three frameworks for a business’s 
role in society: 
 

• Progressive CSR 
• Triple bottom line (sustainability) 
• Stakeholder theory (the collective bottom line) 
 

 “CSR,” “sustainability,” “stakeholder” and similar concepts are ambiguous: talking about them can 
feel like discussing the meaning of inkblots. Still, and for present purposes, it will be sufficient to attach 
general thumbnail definitions to each of these postures. 
 
 Progressive CSR obligates the business first to achieve a reasonable profit while operating within the 
law. With that obligation satisfied, the attempt should be made to act virtuously, even at the cost of profit. The 
case of Malden Mills would be an example: after his factory burned down, owner Aaron Feuerstein could have 
laid off his employees while rebuilding the plant, but he chose to keep paying them, knowing that they and 
their families depended on the checks (Vaughn, 1997). Finally, if economic capacity remains, the business 
should make philanthropic contributions (Carroll 1991). 
 
 Triple bottom line conceptions of the corporation require that annual balance sheets be drawn up not 
just on the financial side. It also requires balance sheets on the social and environmental performance of the 
corporation. Just as sustainable results should be sought in the economic realm, so too they ought to be pursued 
for the natural world and human communities (Elkington 1997). 
 
 Stakeholder theory gives those who are affected by a business’s operations a voice in decision-
making. Just as managers are obligated to respond to the shareholder interest in escalating stock prices, so too 
they must acknowledge and respond to concerns voiced by workers, customers, suppliers and neighbors 
(Freeman 1984). 
 
 With three ethical frameworks set on one side of the tension between profit and social/environmental 
engagement, a set of marketplace-based models may be positioned toward the other end. One shared 
characteristic of these structures for a business’s role in society is that bottom line concerns will not be 
sacrificed for social or environmental initiatives. Three degrees of marketplace business ethics are: 
 

• Pure marketplace 
• Libertarian Marketplace 
• Social marketplace 
 

 Pure marketplace ethics gears all decisions to supply and demand. Profit is not the overwhelming 
value. Profit is the only one. Examples include illegal businesses such as the narcotrafficking of the Sinaloa 
cartel, or a rogue financial unit like UBS Global Wealth Management. Though these kinds of businesses 
operate outside most business ethics discussions, some do foment ethically coherent CSR branding efforts. 
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 The Sinaloa cartel, for example, not only does not attempt to hide its vicious, profit-driven nature, but 
actively encourages and subsidizes the outlaw brand. They intimidate newspaper reporters, hang the ruined and 
naked bodies of captured competitors over roadway bridges for easy photographing, and they underwrite the 
efforts of musicians including Los Tucanes de Tijuana. While the Tucanes biggest shows have been in Mexico, 
they have also played before over 100,000 people in New York City. They have also sold-out the Astrodome 
and have 27 platinum records. They are a big deal, and some of their most popular songs are gems of 
authenticity. Called narcocorridos, they accurately, compellingly and rhythmically report the vile deeds and 
adrenaline-pounding reality of drug trafficking (Bárcenas 2008; Hernandez 2010). 
 
 Considered purely in terms of branding results, the narcocorrido titled El Chapo Guzman could be a 
textbook model. Listeners have taken their own time and effort to produce amateur videos and post them 
across the web where the Sinaloa Cartel’s values and purposes are communicated infinitely at no charge to 
people who want to hear about them. YouTube hits on only one version of that song have climbed past three 
million views (Cheko01 2007). 
 
 While few promote crime as a career choice, the Sinaloa cartel example does have the virtue – as 
extreme cases sometimes do – of providing clarity. In this case, what is conspicuous is the space in CSR 
branding between conformity with the established practice, and the possibility of authenticity. Conformity 
means branding confined to a pre-set list of socially or environmentally friendly obligations. Authenticity is 
branding starting with a business’s values and purposes, and then finding ways to communicate them 
powerfully. 
 
 The corollary is that authenticity in CSR branding means authentically capturing a business’s role in 
society; it does not mean telling the truth only when it is fuzzy and nice, and it definitely does not mean 
papering over jarring realities. In fact, taking sugary routes is just what caused the problem of suspicion of 
CSR branding in the first place. Stated slightly differently, business ethics is about values, it is not about 
correctness. And branding is the hard work of discerning values and presenting them in compelling ways, not 
the easy ride of taking values that are nice and helping companies pretend as though that is the way they are. 
 
 Libertarian marketplace ethics generates a CSR familiar to admirers of Milton Friedman and 
supporters of the CATO institute. Here, both profit and broad social welfare are acknowledged, respected and 
valued. However, the value allotted to broad social concerns is restrained by obligations to shareholders and 
profit. Social responsibility cashes out as respect for laws and commonly accepted regulations. 
 
 One attitude coursing through this ethical framework is that other organizations – governmental, 
religious and non-profit – are better equipped and more legitimately charged with managing broad social and 
environmental concerns and, in any case, the best way for most companies to make the world better is to do 
well themselves. For example, in response to The Stanford Social Innovation Review naming Apple as one of 
“America’s Least Philanthropic Companies,” (Ni 2007) a writer at The National Review exploded: 
 

Steve Jobs’s contribution to the world is not some Steve Jobs Memorial Foundation for Giving Stuff 
to Poor People in Exotic Lands because he already did that: He gave them better computers, 
telephones and music players. Jobs created superior products at better prices. Profits are the real 
measure of the social value a firm creates. Those who talk about the horror of putting profits over 
people make no sense at all. The phrase is without intellectual content (Williamson 2011). 

 
 That last part is wrong, but it is also wrong for CSR branders and advocates to assume that the only 
way a business can succeed ethically – or even exist ethically - is by directly engaging with community needs 
and environmental concerns. 
 
 One notable aspect of the libertarian marketplace is that the laws and commonly accepted regulations 
its proponents respect may be understood broadly. For example, a pair of Finance professors in Taiwan has 
amassed statistical evidence for the claim that bribery and similar types of corruption in countries where the 
practice is common may increase economic efficiency and social welfare as measured by broad economic 
growth. The situation is fluid, but the firm and broader point repeats the previous one: it is mistaken to view a 
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necessary conflict between the ethics of the economic marketplace and broader concerns about social welfare 
(Ho and Huang 2011). 
 

Social marketplace ethics moves still further from the extreme of pure profit. Here, social concerns 
are explicitly and directly engaged, but only if they contribute on the bottom line. Donations may support 
community events, but only if the result is more customers in the store, or the creation of positive associations 
with a brand and its products (Dos Santos 2009). Steps may be taken to improve energy efficiency on the 
factory floor, but only if the cost of implementation is ultimately offset by energy bill savings. In other words, 
high efficiency “green” lightbulbs will be installed as long as the energy savings equal the bulbs’ extra cost. 

 
 Finally, these six ethical frameworks of CSR are not intended to exhaust the possibilities or match any 
one particular organization. They are intended to indicate the range of ethical relationships joining businesses 
with the social and environmental world (see Figure 1). For CSR branding to start from authenticity, the work 
of branders must move easily from one extreme to the other. Ethics is everywhere in the economic world, and 
the labor of CSR branding is to maneuver effectively in all those places. 
 

Figure 1. Ethical Frameworks Spectrum (Brusseau 2012) 

 
 
 Step 2: Humanize a CSR profile with philosophical ethics 
 
 With the structure of a CSR identity constructed, compatibilities with philosophical theories can be 
enlisted to support and humanize branding efforts. Different corporate responsibility profiles will adhere to 
distinct philosophical theories, and there is not space here to cover every possibility. However, one concrete 
example can be outlined. 
 
 A libertarian marketplace ethics fits together with 
 

• Rights theory and libertarianism 
• Rational egoism 
• Utilitarianism (under conceptions of economic growth shaped by the invisible hand) 

 
 Of that group, the rights theory direction may be the tightest fit. Assuming it is, the following values 
and hierarchies emerge. They may be explored individually: 
 

• Individualism valued over collectivism 
• Independence valued over belonging 
• Dignity valued over compassion 

 
 Going through these hierarchies, we are attempting to indicate how concepts common in philosophy 
may cross over into branding efforts to provide authenticity that connects with consumers. These are concepts 
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companies can use to understand their authentic role in the world and subsequently project through branding 
efforts. As Ellen and co-investigators have empirically shown, consumers evaluate CSR efforts positively 
when driven by tangible and intrinsic corporate values as opposed to formulas seemingly adapted for economic 
or social convenience (Ellen et al., 2006). 
 
 Individualism valued over collectivism means general social welfare is conceived as generating from 
individual initiative. Flourishing individuals make successful communities. This opposes the conception of 
individual wellbeing as enabled by previously established welfare on the broad social level; it opposes the idea 
that successful communities open the way for flourishing individuals. 
 
 A good example is the iPad2: Learn commercial (Apple 2011). The spot affirms that the product is 
desirable not because it serves the general welfare, as, say, TOMS Shoes claims to do, but because it allows 
individuals to reach their potential. “You can master something new,” the narrative overlay relates, “or uncover 
a hidden talent.” These are things individuals can do on their own, and potentially do better with the iPad. Of 
course broad social benefits may exist further down the line – maybe artistic excellence that all enjoy, or a 
healthcare breakthrough facilitated by iPad technology – but those social benefits arrive only because 
individuals led the way on their own. 
 
 Independence valued over belonging means the independence of individuals and organizations 
conditions the acceptance of shared obligations, beliefs and customs. This opposes the idea that individuals and 
organizations belonging together in a community delineate the space allowed for independent action. 
 
 A good example is the E*Trade: Solitary commercial featuring a baby imprisoned in his crib, but still 
freely trading stock via a smuggled smartphone with an E*Trade app (E*Trade 2011). Not only is stock trading 
so easy a baby can do it, there is also the message that independence ought to be maintained in relating with 
others. We are free before anything else, and we find common ground with others only after marking the 
territory of our personal endeavors and aspirations. Because the idea of belonging to a community and its 
standards generates from independence, this outlook facilitates non-conformity. Stronger, it begins with non-
conformity, and interaction with others only modifies that initial state. The contrasting and rejected ethical 
orientation - represented in the video by the faceless mom - is that maintaining relationships with others sets 
the boundaries for independent action: options for individuals exist within a pre-established network of 
belonging. 
 
 Dignity valued over compassion. What is most valuable about others is their dignity; compassion is 
first expressed as recognition of that dignity. Respect for individual autonomy maximizes, while charity and 
pity are minimized as patronization. This stands against the idea that the leading obligation to others is 
compassion, and dignity is first recognized in others as their inherent worthiness of aid and generosity. 
 
 A good example is the Ford: No Bailout commercial (loudobbsnation 2011). What is most valuable 
about Ford, the message goes, is the company’s dignity, its autonomy as expressed by refusing the infamous 
2009 auto bailout. The rejection of the handout sets the carmaker apart from others and identifies the brand 
with consumers who share an ethical partiality for self-reliance. This ethics of self-reliance is very different 
from the general notion (which more or less everyone finds laudable). 
 
 When dignity and self-reliance are paired in ethical terms, accepting aid is not just a shortcoming; it is 
an insult, an offense against the idea of dignity itself. What makes the ad powerful is that it invokes this higher 
level dismissal of Ford’s rivals: they did not just come up short in the marketplace. They humiliated and 
debased themselves when they groveled for free money. The attack’s point was so sharp that, according to the 
Detroit News, rumors circulated of White House pressure on the company to pull the ad down (Hoft 2011). 
Regardless, the broader message is that true compassion for others is exhibited by engaging them in fair 
competition, not by offering or accepting charity, which is really shame, patronization disguised as generosity. 
 
 

 



CORPORATE SOCIAL RESPONSIBILITY: TO YOURSELF BE TRUE 

©Journal of Global Business and Technology, Volume 9, Number 1, Spring 2013 62 

 
 A major problem with CSR branding today begins when businesses locate an idea about responsibility 
that works well on the advertising front, and then promote themselves as participating in that vision even when 
their core culture and operation do not cohere with the values and purposes of the promoted ethics. The result 
is suspicion and accusations of greenwashing. 
 
 One response is to promote authenticity at the start of CSR branding. Instead of trying to be 
something they are not, businesses define what they are, and then explore ways the ethics of their role in 
society can be presented to strengthen brand identity. Philosophical ethics participates by providing concepts of 
how individuals relate to society that may in turn be adopted by businesses as a set of values that consumers 
understand as human and real, as opposed to conformist and adopted. 
 
 There are, finally, two implications here. First, CSR branding means actually thinking through and 
doing ethics, as opposed to simply accepting an idea about CSR that may have gained wide recognition and 
worked well for others. Second, the hardest work of CSR branding is not the creation of advertisements, it is 
discerning the values a business incarnates and then identifying the way those values connect with consumers 
so that they may be expressed compellingly. CSR branding, the moral is, should be less about forcing 
businesses to conform to established social and environmental obligations, and more about helping them define 
their own identifying role and purpose in the larger world. 
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